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DEFENSE LOGISTICS AGENCY
HEADQUARTERS
8728 JOHN J. KINGMAN AOAD, SUITE 2632
FORT BELVOIR, VIRGINIA 22080-8221 -

IN REPLY - | R JAN 2 52001

REFER TO 1-6

'MEMORANDUM FOR ASSISTANT SECRETARY OF DEFENSE (COMMAND,
 CONTROL, COMMUNICATIONS AND INTELLIGENCE)

SUBJECT: Joint Total Asset Visibility (JTAV) Operational Requirements Document
(ORD) Submission

The JTAV ORD submitted by the JTAV Program Manager is provided as a special interest
major Information Technology Initiative document. This ORD meets the requirements of
DoD 5000.2-R, CICSI 3170.01 A and CJCSI 6212.01B, and was staffed through the Services,
Agencies, the Unified Commands, and the Joint Staff (JS) 16 for 0-6 level review. All of the
comments were addressed satisfactorily.

After the IS O-6 level review, the JTAV ORD was staffed through the Joint Requirements
Oversight Council (TROC) for a Flag-level review. On November 14, 2000, the JS J6 certified
the JTAV ORD as interoperable and recommended final approval pending incorporation of the
Flag—level review comments. The Flag-level review comments were also addressed sausfac—

torily. |
| HENRY T, GLISSON
Lieutenant General, USA
Director
Attachment:

JTAV ORD



82/B1/2001

N REPLY
REFER TO

@3:16 DLA J-625 & 997@34281@85 _ ‘ L NO. 896

DEFENSE LOGISTICS AGENCY
HEADQUARTERS
8725 JOHN J. KINGMAN ROAD, SUITE 2633
FORT Qewcla VIRGINIA 22080-6221

,[(, O\EXECUTIVE SUMMARY 002210
MEMORANDUM FO}/
FROM: - J-6

Prepared by: D. McCloud/J-625/767-2189/January 10, 2001

SUBJECT:  Joint Total Asset Visibility (JTAV) Operational Requirements
: ' Document (ORD) Submission for Approval

~ PURPOSE: The subject memorandum is to submit the JTAV ORD 1o the

Office of The Assistant Secretary of Defense, Command,
Control, Communications and Intelligence.

* DISCUSSION: -

o The JTAV ORD meets the requirements of DoD 5000.2-R, CJCSI 3170.01A, and
CICSI 6212.01B. The JTAV ORD was staffed through the Services, Agencies, the
Unified Commands, and the Joint Staff (JS) J6 for O-6 level review. Comments were
provided to the JTAV Program Management Office for action. All of the comments
were addressed sansfar.tonly

. A.ﬁer the O-6 level review, the JTAV ORD was staffed through the Joint Requirements
Oversight Counsel (JROC) for a Flag-level review. On November 14, 2000, the JS J6
certified the JTAV ORD as mtemperahle and recommended final approval pending
incorporation of the Flag-level review comments (TAB C) The Flag-level review
comments were addressed satisfactorily. :

RECOMMENDATION: D signs the memorandum at TAB A and the JTAV ORD
Fprward at TAB B. ‘

COORDINATION JS J6 See ORD Attgghment 3 J68¢ceTABD J-62 See TABE

Appmved by: Joanne Amette Dtrector Informatton Operauons, ﬁ)&) [ZILT\Q}%

4



THE JOINT STAFF
WASHINGTON, bC

Reply ZIP Code: '
20318-6000 “November 14, 2000

MEMORANDUM FOR DLA, ATTN: Mg Nancy Johnson

Subject: Stage II, J6 Interoperability Assessment of the Joint Total Asset Visibility Capability
(JTAV), Operational Requirement Document (ORD) ,

1. In accordance with the references (Enclosure 1), a J6 interoperability assessment of the
Milestone I ORD was conducted by the Joint Staff J6. {Enclosure 2), Based on the assessment
of the above program, interoperability certification is granted. Attached are comments to be
incorporated during ORD revision. {(Enclosure 3). Comments should be incorporated into the
ORD prior to approval by the Director, DLA, or his designated representative. The final
approved ORD and approval letter shall be posted to the J6 assessment tool on the JCPAT not
later than 15 days after approval. JTAV {as defined by this ORD) is not an ACAT IAM program
and has not been declared to be JROC Special Interest.

2. According to Program Budget Decision No. 070C, the JTAV program goes into sustainment
beginning in FY 2001. As the Global Combat Support System (GCSS) matures, Logistics
information currently provided by JTAV will be acquired directly from authoritative source
systerns. While JTAV does not meet GCSS “TO BE” requirements, it must be maintained until
all the Services and Agency GCSS capabilities are fielded under the following conditions:

* The JTAV ORD documents the existing business process:

* New customer requirements must be submitted through the JTAV Integrated Process Team
for validation;

* - Ensure data contained in JTAV is current and accuratate as defined by existing business
processes; . . -

+  Services and Agencies continue providing JTAV the required data to sustain the
warfighter’s logistics information requirements. _

For coordination, contact CDR Mark Genung, USN at (703) 614-7004/DSN: 224-

3.

7004 /email: genungmd@lis. pentagon. smil.mil, LTC Darryl Dean, USA at (703) 614-7787 /DSN:
224-7787 [email: deandc@is pentagon.smil.mil, or CPT rt Edmonson, USA at (703) 614-
3864/DSN: 224-3864 /email: robert. edmonsongijs.pe smil.mil.

o ey
/77 WILLIAM S. FEBUARY _ ek
COL, USMC ‘
- Chief, Technology and Architectire
Division, J6

Enclosures:

{1) References

{2} Coordination Points of Contact

{3) Joint Staff J6/CINC/Agency Comments

TOTAL P.B1
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FOREWARD

The Joint Total Asset Visibility (JTAV) Office has put

forth an outstanding effort in completing the JTAV Operational

Requirements Document (ORD). The JTAV ORD has met the rigors of

the Joint Requirement Oversight Council (JROC) review process.

The JTAV Office incorporated feedback from the Services,

agencies, Joint Staff and the Unified Commands which resulted in

a product that meets all requirements of DOD 5000.2-R, CJcsI
. §212.01B and CJCSI 3170,01A. |

The Joint Total Asset Vigibiliety (JTAV) program already
provides EUCOM, CENTCOM, JFCOM, PACOM, SOCOM and SOUTHCOM with
timely and accurate information on the location, movement,
status, and identity of units, persomnel, equipment, and
snpplies. JTAV facilitates the capabkility of DOD applications
such as, COP CSE, ALP, JL ACTD and DLA IDE to act upon that

 information to improve overall performance of critical
Department of Defense logistics practices.

_ As a member of the Global Combat Support System (GCSS)

. Family-of-Systems, JTAV supports GCSS in the ability to capture
essential data, transform it into usable information, and gain
information superiority. '

. Pér agreement with €3I, USD AT&L and DUSD(L)the Joint staff
J4 will validate any requirements beyond those identified in the
JTAV ORD for execution by the JTAV program. Once approved and
funded, the JTAV Acquisition Integrating Integrated Products
Team {IIPT) will amend the JTAV ORD and identify the resources
and schedule for any new requivement(s). '

HENRY T. GLISSON
Lieutenant General, USA
Directorxr

it
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FOREWARD

The Joint Total Asset Visibility (JTAV) O fice has put
forth an outstanding effort in conpleting the JTAV Operati onal
Requi rements Docunent (ORD). The JTAV ORD has net the rigors of
the Joint Requirenent Oversight Council (JROC) review process.
The JTAV O fice incorporated feedback fromthe Services,
Agencies, Joint Staff and the Unified Commands which resulted in
a product that neets all requirenmnents of DOD 5000.2-R, CJCSI
6212. 01B and CJCSI 3170. 01A.

The Joint Total Asset Visibility (JTAV) program al ready
provi des EUCOM CENTCOM JFCOM PACOV, SOCOM and SOUTHCOM wit h
timely and accurate information on the |ocation, novenent,
status, and identity of units, personnel, equipnent, and
supplies. JTAV facilitates the capability of DOD applications
such as, COP CSE, ALP, JL ACTD and DLA IDE to act upon that
information to i nprove overall performance of critical
Depart nent of Defense | ogistics practices.

As a menber of the G obal Conmbat Support System ( GCSS)
Fam | y- of - Systens, JTAV supports GCSS in the ability to capture
essential data, transformit into usable information, and gain
information superiority.

Per agreenment with C3lI, USD AT&L and DUSD(L)the Joint Staff
J4 wll validate any requirenents beyond those identified in the
JTAV ORD for execution by the JTAV program Once approved and
funded, the JTAV Acquisition Integrating Integrated Products
Team (11 PT) will amend the JTAV ORD and identify the resources
and schedul e for any new requirenment(s).

HENRY T. GLI SSON
Li eut enant General, USA
Di rector
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Executive Summary

Joint Total Asset Visibility (JTAV) energed fromthe | essons

| earned com ng out of the Gulf War. Soon after, the JTAV Ofice
was established. The program devel oped a rapid prototype to fix
the lack of logistics visibility in support of a limted war in
t he European Theater. Fielded within four nonths, it gained
popularity anong the Joint Task Force users. The users’ denands
for expansion of data sources and functionality ensued. JTAV
was fielded to all Conbatant Conmmanders-in-Chief. JTAV provided
visibility of ammunition, blood, equipage, fuel, repair parts,
subsi stence and personnel. The Joint Requirenents Ofice, JS
J4, identified JTAV as a nenmber of the d obal Conbat Support
System Fam | y- of - Systems supporting G obal Command and Contr ol
System The Joint Requirements Oversight Council has approved
t hi s docunent.
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PREFACE

The Joint Total Asset Visibility (JTAV) Program began as a

rapi d-prototype to fix recogni zed |ogistics deficiencies during
Desert Storm Leaders and nmnagers coul d not adequately assess
the scope of materiel situations: they could not find, redirect,
redistribute, intelligently procure or accurately track novenent
of assets, without visibility. Myvenent of personnel, ordnance,
equi page and materiel destined for a hot Area of Responsibility
(AOR) was not traceable without significant staff |abor, probing
organi zations far and wi de via phone, fax and nessage traffic.
Container vans arrived in ports, frequently w thout paper
docunent ati on, and could not be disbursed to intended

reci pients. Personnel arrived with little or no advance noti ce,
severely taxing housing and feeding facilities capabilities as
wel |l as onward transportation. |In nmany cases, massive inventory
efforts and realignnment of assets were undertaken with only
tenmporal results. It was thought that an asset visibility
process with automated identification technology insertion would
sol ve many of these problenms. A JTAV capability could be used
to solve many issues. Lateral support alternatives ni ght be
affected on site. Planners needed essential information to build
response packages, and visibility of critical assets was in
great demand. Commander-in-Chiefs (CINC s) and subordi nate
staffs demanded visibility of personnel and assets in their AOR
In the five years since inception, the scope and nature of the
JTAV program has expanded froma single theater to a gl oba
visibility. |Inproved hardware, techniques and new i nformation
technol ogy (I T) have been incorporated in a gradual
noder ni zati on process. The benefits of shared, corporate data
have been denonstrated by an i nnunerable variety of real-world
vignettes. This program accessing Service/ Agency/ comerci al
dat abases, integrating information via a tailored nediation
processes necessary to accommodate di verse hardware, software,
Servi ce/ user jargons, conmunication protocols and rafts of
institutional uniqueness, brings together valuable infornmation
JTAV expanded on these working concepts to feed needed deci si on
support tools and tailorable |ogistics situational awareness
nmonitors, thereby automating previous manual ly intensive
processes. Interactive processes will continue to evol ve.

As a nenber of the d obal Conmbat Support System (GCSS) Family of
Systens (FoS) in the “TO BE” systens environment, JTAV nust
access high quality data from corporate data stores or the
authoritative source systens. It partially supported 57 CINC
requirenents, listed in reference (a) and 24 Universal Joint
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Task List (WTL) tasks at strategic national, strategic theater,
operational and tactical levels listed in reference (b). JTAV
was a mj or conponent of information dom nance, integral to ful
spectrum dom nance: the essence of Command, Control,

Conmmuni cations, Conputers, and Intelligence (C41) for the
warrior. The technical infrastructure, increnentally devel oped,
used scal eabl e data segnents to accommodate communi cati on pipe
limtations so that data can get to field units with linted
access to the Internet, N PRNET or SIPRNET. JTAV directly
supported GCSS and thereby indirectly supports G obal Command

and Control System (GCCS), fulfilling essential informtion
requirenents in reference (c) for the Conbat Support Data
Envi ronment (CSDE). JTAV should be vigorously pursued until its

i nherent benefits can be fully realized or superseded by a
superior concept.

This ORD docunents JTAV' s extant system and processes,
contributing source data avail abl e today and known successor
systens, information exchange, and performance paraneters to
sati sfy DoD system acqui sition regul ati ons, Governnent
Accounting O fice (GAO and DoD I nspector General (DoDl G
interests and Deputy Under Secretary of Defense for Logistics
(DUSD(L)) direction.
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1. General Description of Operational Capability

a. M ssi on Need.

(1) This Operational Requirenments Docunent (ORD)
outlines the requirements for the JTAV capability in reference
(d), the Defense Total Asset Visibility Inplenmentation Plan, as
approved by the Under Secretary of Defense (Acquisition and
Technol ogy). References (e) through (j) were used as the
primary guides in the devel opment and analysis to generate this
docunent. The JTAV ORD conforms to joint C41 policy and
doctrine, Secret and Below Interoperability (SABI) and Defense
| T Security Certification and Accreditation Process (DI TSCAP)
security doctrine, technical architectural integrity doctrine,
and interoperability standards. This includes a cross walk from
JTAV tasking to the Uniform Joint Task List (UJTL) and
sponsori ng Capstone Requirenents Docunent, revealing a
significant match at strategic, national and theater |evels
interests. It is a capability that brings together DoD nmanpower
and |l ogistics systens data fused into consolidated comodity
pi ctures for use by a wide range of users. This includes
Commander s-i n- Chi ef, Joint Task Force Conmanders, subordinate
staffs involved in planning and execution of mlitary
obj ectives, mlitary services and DoD conponents. JTAV provides
a broad range of asset information to assist users with
devel oping alternatives for readi ness issues. Data anmassed from
servi ce/ agency provided feeds to Regional CINC Data Marts or
data acquired using Open Systens Architecture (OSA) processes.
Thi s process uses an open systens approach enpl oyed to probe
authoritative data sources furnishing tinely and accurate
information on |l ocation, novenent, status, and identity of
units, personnel, equi pnment and supplies. JTAV includes hardware
suites and software applications commonly referred to as JTAV
and two additional capabilities devel oped and nanaged by the
JTAV O fice; the personnel nodule, fornmerly Joint Personnel
Asset Visibility (JPAV) and the National Level Amrunition
Capability (NLAC)

(2) The Departnent of Defense (DoD) |ogistics business
processes, personnel business processes and joint deploynents,
require worldw de visibility of in-storage, in-process, and in-
transit assets and personnel. This includes all categories of
mat eri el and personnel at each site including nobile vehicles
and vessels in the continental United States and all theaters of
operation. For certain commpdities, where routine dependence on
comrercial inventories is normal practice, visibility of assets
avai lable in the commercial marketplace is needed. Wthout this
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visibility, redundant materiel orders, inaccurate personnel
accounting, and a general |ack of confidence in the
dependability of the |ogistics and personnel pipelines wll
continue to plague DoD. Numerous DoD depl oynents’ after-action
reports and General Accounting Ofice (GAO reports have
docunent ed and validated the need for such visibility. Every
maj or operation since the Vietnam conflict has highlighted the
requi renment for enhanced visibility of materiel and personnel
assets whether in-storage, in-transit, or in-process

(mai ntenance or procurenent). This deficiency degrades

readi ness by inhibiting the efficient use of resources, reduces
a commander’s ability to assess courses of action (COA) during
pl anni ng and nonitor execution of operations, and contributes to
redundant or unnecessary procurenment actions and excessive
inventories. The deficiency may further divert scarce resources
from other conpeting requirenments. Estimates nmade in the
aftermath of Desert Storm substantiates that better asset
visibility would have saved DoD over $2 billion during that
operation. The JTAV m ssion is to blend data from appropriate
authoritative data source systens and di splay that information
in useful views of assets across DoD, supporting agencies, and
commercial repositories. Appendix A provides a |list of the
supporting docunments that were used in preparation of the JTAV
ORD. To ensure that all joint asset visibility requirenents are
met, the JTAV ORD has been distributed via the Joint

Requi rements Oversi ght Council approval process to the
appropriate organi zations identified in Appendi x B.

(3) As a Core System of GCSS, references (c) and (k),
the GCSS CRD and the GCSS Strategic Plan 2000-2003, designate
JTAV as a nenber of the GCSS FoS and potential source of
accessing and retrieving | ogistics and personnel
data/information to nmeet joint asset visibility requirenments.
JTAV will directly or indirectly support a major portion of
docunmented CINC requirenments. JTAV's functions will support al
three GCSS operational el enents:

(a) Joint Warfighting,
(b) Force Preparedness
(3) Life Cycle Managenent.

(4) JTAV also supports three of four GCSS functional
goal s:
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(a) Provides an integrated, interoperable, multi-
di mensi onal view of conbat support battle space assets to the
GCCS Common Operational Picture (COP).

(b) Cuts across stovepi pe systens maxi m zi ng conmand
and control (C2) of the logistics and personnel pipelines. All
data is corporate and accessi bl e.

(c) Provides all authorized users single box gl obal
access to corporate data.

(5) JTAV is specifically identified to provide support
to GCSS in the approved GCSS M ssion Needs Statenment (MNS) (10
Sept 97), reference (l). The GCSS MNS includes the follow ng
justification:

“This M ssion Need Statenent (MNS) responds to the Defense

Pl anni ng Gui dance (DPG), FY 1999-2003, Section |II1D, “Preparing
Now for the Future —Transform ng DOD.” The foll ow ng gui dance
is extracted fromthe DPG

“Joint Vision 2010 enmbraces information superiority and the
t echnol ogi cal advances that will transformtraditional
war fighting via new operational concepts . . . [and] will |ead
U.S. forces to increased jointness and mlitary effectiveness.
: Focused | ogistics integrates information superiority and
t echnol ogi cal innovations to develop state-of-the-art |ogistics
practi ces and doctri ne. Initiatives such as Joint Total Asset
Visibility and the d obal Conbat Support Systemw || provide .

i nformation systens for |eaner, nore responsive |logistics.”

(6) JTAV is a standal one capability. This was in
response to recommendati ons made in after action reports from
recent deploynents regarding interoperability and asset
visibility shortcom ngs. A primary discrepancy was the
inability of a deployed CINC and Joi nt Task Force (JTF)
conmmanders to view their |ogistics and personnel assets across
the battlefield and theater.

(a) On April 30, 1992, the Assistant Secretary of
Def ense (Production and Logistics) approved the DoD Total Asset
Visibility (TAV) Plan to: "inmprove sone |ong standing
deficiencies in how the DoD | ogistics system coll ects, reports
and acts upon asset information."

(b) I'n Septenber 1994, the Deputy Under Secretary of
Defense for Logistics (DUSD (L)) formed a TAV Joint Task Force
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(JTF) to develop a clear and conprehensive plan for inplenmenting
and integrating a TAV capability throughout DoD.

(c) The TAV JTF produced the Defense Total Asset
Visibility (DTAV) I nplenentation Plan dated 23 May 1995, which
docunented a mi ssion area anal ysis and validated the requirenent
for the TAV initiative.

(d) I'n the Focused Logistics (FL) Roadmap, JTAV s
capabilities “mke this joint |ogistics managenent possible.”

(e) JTAV' s supports 57 CINC requirenents and
functionality maps directly 24 Universal Joint Task List (UJTL)
tasks at the Strategic National, Strategic Theater, Operationa
and Tactical |evels.

(f) The CINC s have recogni zed that transform ng
data into informati on and know edge is necessary to neet the
i nherent chal |l enges the DoD faces in a gl obal/universal -
operating environnent.

b. Mssion Area. The JTAV mission is to ensure the required
| evel of asset and manpower visibility is provided to the Cl NCs,
i ncl udi ng subordi nate JTF Commanders, the Services and DoD
Activities.

c. Type of System Proposed.

(1) JTAV will be a joint |logistics environnment
integrating | ogistics and Personnel information from DoD
commercial and coalition source data providers in a classified
and uncl assified node. The objective is to provide a robust,
flexible and joint asset visibility capability. JTAV will allow
conmmanders and | ogi stics personnel at every level to access
| ogi stics data from dozens of Service, Agency, commercial and
coalition systenms through a single, web-based interface. JTAV s
capability will enable users to focus on answers and nake tinme
sensitive decisions, rather than accessing, probing, amassing,
and organi zing data froma host of |egacy systens applications.
JTAV wi || provide a mssion critical function to the warfighter
and deci si on- maker .

(2) JTAV' s environnment will be devel oped and
fielded/ depl oyed increnentally. JTAV wll develop a server
suite located at a devel opnent facility and depl oyed operati onal
server suites on a geographical basis under the operational
control of the joint command. JTAV server suites wll be
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conprised of two separate servers that will operate in the
classified and unclassified environment. JTAV will use existing
Defense Informati on Systenms Network (DI SN) comruni cati on
infrastructure Unclassified but sensitive Internet Protocol

Net wor k/ Secret Internet Protocol Router Network (N PRNET/

SI PRNET) to exchange information between source data providers
and JTAV users. New rel eases devel oped and tested at the

devel opnent facility will be increnentally rel eased to each
depl oyed site.

(3) Access to JTAV application and data will require a
Personal Conputer, a standard workstation, with
| nt ernet/ NI PRNET/ SI PRNET access and a browser (Netscape 4.6 or
better, with 128-bit encryption). JTAV will also accommbdate M5
| nternet Explorer 4.0 or better, with 128-bit encryption. The
data retrieved via JTAV query passes through JTAV Server and on
to the requesting user. Data received at the PC nmay be view or
| oaded into a variety of docunent processors |ike Wrd, Excel,
or other simlar file formats. JTAV users will use their
Servi ce/ Agency provided workstation and di al -up, Local Area
Networ k (LAN), Metropolitan Area Network (MAN) or Wde Area
Net wor k (WAN) systemto access the JTAV server suite in their
geographic location via the Internet/ N PRNET/ SI PRNET.

(4) JTAV will be designed to provide joint visibility of
Service, Agency, comercial, and coalition in-storage, in-
process, in-transit and personnel assets. This asset visibility
w Il consist of retail and whol esal e stocks, itens on
requi sition, pre-positioned/ war reserve stocks, unit equipnent,
retrograde and assets within the nmaintenance process, assets in

procurenent, in-transit visibility of cargo, supplies, bulk
fuel, nmunitions, equipnment, units, skills and personnel. JTAV
wi Il be designed as a read-only capability. Information in the
JTAV dat abase is, and will be, provided to various decision

support tools such as Joint Logistics Advanced Concept
Technol ogy Denonstration (JL ACTD), Integrated Consumable Item
Support (1Cl'S), COP Conbat Support Enabled, the Joint Personne
St atus Report (JPERSTAT) and others as required. CQurrent or new
busi ness processes will dictate how users can use JTAV' s
information to initiate |ogistics and personnel actions.

Col I aborative comunication will be built into the JTAV
application. This feature will enhance staff coordi nation by
being able to develop alternative courses of action based on

vi si bl e assets during deliberate and crisis action planning
scenari os and responses.
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(5) This capability will integrate strategic,
operational, and tactical |evels of supply, nedical, personnel,
transportation, engineering, maintenance, and ot her Conbat
Servi ce Support (CSS) applications to allow war fighters to nake
| ogi stics and manpower i nformed decisions for deploynent,
sustai nnent and cross or |ateral support of conbat forces in the
battl e space. JTAV's strength is its applicability to al
mlitary operations and the entire support structure, fromthe
national industrial infrastructure into the theater of
operations. JTAV's mission critical requirenment of joint asset
visibility for the warfighter and decision-maker is clearly
delineated in the DoD GCSS CRD.

d. M ssi on Performnce.

(1) DoD Regul ation 4140-R, ‘DoD Materiel Management
Regul ation’, May 1998, reference (m, states, in part, Total
Asset Visibility (TAV) “shall provide tinely and accurate
information on the |ocation, novenent, status, and identity of
units, personnel, equipnent, and supplies.” Unlike the nyriad of
emergi ng Service TAV applications, JTAV provides visibility
information in an integrated joint picture for the CINC/ JTF
war fi ghter.

(2) The GCSS CRD identifies requirements that JTAV w ||
support:

(a) Visibility of all assets in-transit, in-storage,
and i n-process.

(b) Drill-down capability to deterni ne specific
information requirenments of itens in-transit, in-storage and in-
process.

(3) CINC and JTF Personnel Asset Visibility Functional
Requi rement s Docunent, reference (n), identifies the requirenents
that JPAV will support:

(a) Visibility of personnel in-transit, in-garrison
(both at home and depl oyed | ocation), and during depl oynent.

(b) Visibility of personnel asset skills, units, and
denogr aphi ¢ dat a.

(c) Production of the JPERSTAT.
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e. Operational Concept.

(1) JTAV is designed to be adaptable to be used in a
wi de variety of operational environnments. A user nmay interface
JTAV through any PC with 128-bit encryption using Internet/

NI PRNET/ SI PRNET access. That access can be acconplished in a
wi de variety of communications nmedia on the unclassified side.
For users who need JTAV data but are in |ocations that do not
have i nternet access, the regional help desks at each CINC can,
i f necessary, run queries for users and relay the results.
Query/responses have been successfully denonstrated between
smal | ships at sea with limted bandw dth comuni cati ng via
commercial Inmarsat (satellites) and Stream i ned Aut omated
Logi stics Transm ssion System (SALTS) central |ocated in Naval
| nventory Control Point (NAVICP) Phil adel phia. End tines ranged
fromtwo to five m nutes.

(2) This capability inplenments the joint asset
visibility conponent of information fusion, a tenet of FL, one
of four cornerstone operational concepts in Joint Vision 2020.
JTAV synergistically supports at |east two FL Desired
Operational Capabilities (DOC) expressed in the Joint Vision
| rpl enment ati on Master Plan (Dec 98):

(a) FL-01: Provide Uninpeded Access to Operational
and Logistics Information for All Who Need It

(b) FL-04: Provide Tinely and Accurate Enhanced
Asset Visibility, Control, and Managenent

(3) JTAV will provide visibility of all servicel/agency
assets in a fused, joint picture for CINC, JTF, and conponent
staffs in peacetinme, during MIlitary Operations O her Than War
(MOOTW, and in all events supporting war fighting fromlimted,

to full scale conflicts. JTAV will support life cycle managenent
and whol esal e item managers with an enhanced, fuller spectrum
asset display made available by including retail, whol esale, war

reserve and a variety of special pocket of asset not previously
brought together in an integrated picture. The basic JTAV
operating concept is straightforward and designed to support
current and future warfare operating jointly or as a nenber of a
mul ti-national coalition. JTAV will support this type of
warfare by integrating |logistics and personnel data extracted
fromthe Services, Agencies, and CINC s to provide an

i ntegrated, global picture of assets in Service and DoD Agency-
hel d active inventories in storage, stock piles in transit and
i n process.
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(4) As a core systemof GCSS, JTAV will support the GCSS
CRD operational concept of providing ClINC/ JTF conmanders conbat
support situati onal awareness via an integrated real-tinme view
of the battle space provided by the COP. JTAV is currently
operational within the Conmbatant CINC s and is providing ClINC
users with read-only access to joint logistics informtion.

(5) JTAV will retrieve data from an organi zation’s
corporate data environnment or if necessary the source data
system and display a fused and aggregated view on the |ocation,
guantities, and condition of inventories, location of in-transit
assets (materiel, units and personnel), and the status of assets
i n mai ntenance or procurenent. To do this JTAV requires access
to Service conponent and DoD Agency m gration and | egacy system
data bases. Service or Agency source systenms are accessed in
several ways: by pulling data froma source system by receiving
data pushed from a source system or by reaching back through
use of direct access link, stored procedures, or various
medi ati on technol ogies. The nechani snms sel ected for access to
each data source are determ ned on a case by case basis by
agreenent with the data system owners/ managers and JTAV
devel opers. JTAV's internal data dictionary and software
elimnate a need for the user to know the source of the data,
only that type of data required. The JTAV software w |
determ ne the correct sources to answer a user’s query by
accessing those systenms for requested informtion.

(6) The regional servers at each CINC currently conprise
the JTAV In-Theater (JTAV-IT) or depl oyed operational
architecture (OA). There are duplicate servers for the N PRNET
and with one additional server for the SIPRNET, and data is
nmoved fromlow to high through a DI SA approved el ectronic guard
system or tape. Secure guard transnm ssion nmethods used by the
JTAV Servers nust undergo National Security Agency (NSA) testing

before installation on the servers. Mst users will be assigned
a user | D and password for a CINC server geographical region of
interest, which provides a mx of |imted global and theater

specific view of data for that CINC. At the current tinme, there
is no operational capability within JTAV to provide a joint

gl obal asset visibility picture. A joint global picture can be
aggregated by individually polling each CINC server. 1In the
event of significant disruption of the JTAV-IT servers, separate
Continuity of Operation Plans have been devel oped for each CI NC
JTAV-IT server suite. To enhance the JTAV OA, the JTAV Ofice
is devel opi ng an open-system architecture using various

medi ati on technol ogies to provide a joint global asset
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visibility capability.

(7) To provide a true, global system the JTAV Ofice is
wor ki ng toward a noderni zed, yet defined “open system
environment” (OSE). The JTAV OSE will wutilize a conbination of
dat a war ehousi ng and data reach-back techniques in concert wth
two types of servers: regional and gl obal. Dual npde servers
continue to be necessary while and until nediation technol ogies
mature to the extent that probing these di sparate databases w ||
return data in to an integrated view.

(8) Upon approval by the CINC J-6, regional servers wll
provide the users with access to joint |ogistics and personnel
data that is pertinent to their AOR Access to this data will be
provi ded through the CINC JTAV Site Help Desk and | ocal security
requi renents.

(9) A global server will provide access to a worldview
of data when data beyond a geographic region is required.

(10) Through these |inked servers, JTAV will provide a
truly gl obal picture through a single |og-on.

(11) Developing a common information picture for joint
assets required negotiating a set of data descriptions to reduce
t he nunmber of unique terms used in service devel oped systens.
Acceptabl e data el ements are used in the JTAV process.

(a) The JTAV O fice has worked with the Services
and DoD Agencies to devel op a data sharing process to gain
access to their logistics and personnel source data systens.

(b) Efficiencies are gained by having JTAV act as
a single data broker for joint asset visibility informtion.

(c) Data is made available to all Services,
Agenci es, Joint Chiefs of Staff (JCS), DUSD (L) staffs, and al so
consenting and/ or sanctioned coalition forces.

(d) JTAV will significantly reduce redundant efforts
to devel op and maintain nunerous interfaces to different systens
for the same data.

(12) Based upon CINC, Services, and Agency (C/ S/ A) asset
managenment visibility requirenents, the JTAV Ofice will add to
or refine its Informati on Exchange Requirenents (I ER) nodel to
provi de data sources that neet evolving, specific asset
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visibility requirenments. The JTAV Ofice will formally
coordinate with the data provider by establishing a Menorandum
of Agreenment (MOA). Follow ng the signing of the MOA, the JTAV
office will develop a Data Sharing Request (DSR) which will be
coordinated with the authoritative source data manager(s). The
JTAV O fice and source data manager(s) will conduct face-to-face
coordi nation neetings to work through issues and develop jointly
acceptabl e Data Sharing Specifications (DSS(s)) or an interface
requi renments design docunent. The DSS will delineate the
techni cal approach, roles, responsibilities and tinmelines for
gai ning access to appropriate data sources.

f. Support Concept.

(1) I'n order to nmaintain equivalent capabilities at each
CINC, centralized nmanagenent is preferred. The JTAV Ofice is
responsi ble for the devel opnent, nmai ntenance, and advancenent of
the JTAV capability. The JTAV capability depl oyed at each CINC

will be supported by an on-site support staff that provides
training, help desk support, functional and adninistrative
support, i.e. assigning user |ID and passwords, keeping

statistics, database adm nistration, data retrieval, etc. The
JTAV O fice will fund the on-site support staff |ocated at the
CINCs. JTF conmmanders will work with the appropriate CINC J6 to
gain access to JTAV to include the above-nenti oned support.
JTAV Mai ntenance of the servers will be done through comrerci al
contract. Software upgrades are centrally managed and
controlled by the JTAV Ofice. Being a web-based application,
JTAV elim nates the need for software manufacturing,

di stribution and | oading on user’s systens. All users with

| nt er net/ NI PRNET/ SI PRNET capabilities will have full access to
enhancenments and upgrades when they | og on. Communi cations
bandwi dth wi Il be addressed in paragraph 4 bel ow

(2) JTAV fully supports the DoD s C4l Support Pl an
(C41 SP) concept. JTAV has identified Level of Information
System I nteroperability Standards fromthe C4l Surveill ance, and
Reconnai ssance (C4l1 SR) architecture as part of the
interoperability KPP. As a Defense Information Infrastructure
(DI'l1) Common Operating Environnment (COE) and Joi nt Techni cal
Architecture (JTA) conpliant application per reference (0), JTAV
provi des asset data to decision support tools and other
applications that nmerge other C4l1 SR data into useable
information. Under its inplied mssion for data brokerage, JTAV
will negotiate with the Services and Agencies to gain access to
and provide, through JTAV, joint asset visibility data that

10
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neets the information requirenents of these applications and
t ool s.

g. Benefits of Evolutionary Acquisition.

(1) The increnental devel opnent that JTAV foll ows all ows
devel opnent and fielding of an initial capability foll owed by
t echnol ogi cal insertions as appropriate tools and net hodol ogi es
energe. This engenders flexibility to take advantage of better
t echnol ogi es, respond to changi ng DoD managenment policies, and
i ncorporate additional functionality. JTAV can then
reprioritize the devel opnment effort to neet the custoners needs.
This includes such evolutionary devel opments as the Joint
Personnel Asset Visibility (JPAV), National Level Amunition
Capability (NLAC), and adaptation of JTAV to energi ng GCSS and
| ntegrated Data Environment (1DE) requirenents.

(2) JTAV has devel oped a sustai nabl e baseline capability
t hat provides asset visibility to the CINC and JTF conmanders.
This capability is widely supported as evidenced by its
appearance on every CINC Integrated Priority List (IPL).
However, JTAV has requirenents to provide nore functionality.
The JTAV O fice has received additional tasks, enhancenents, and
data source requests that can support these requirenents. By
devel oping increnentally, JTAV can best |everage the avail able
funds to maxim ze the capability provided for the investnent.

2. Thr eat

a. Threat Engagenent.

(1) JTAV enbraces the Information Superiority enabling
concept as articulated in the Joint Vision 2020, reference (p).
The JTAV capability provides |ogistics and personnel automated
i nformation systens (AlS) services: it is not intended to engage
threats. Security measures are thus defensive in nature, with
the primary objective being to ensure JTAV is survivabl e and
provi des sustai ned, responsive support to the warfighter even
when threats are encountered. Nevertheless, JTAV shall not
unilaterally incorporate offensive capabilities, but act only in
concert with the overall DoD information warfare operational
strat egy.

(2) JTAV faces a variety of threats during peace and

war. Threats include physical damage or destruction by
acci dent, abuse, conventional weapons, nuclear, biological and

11
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chem cal (NBC) weapons, el ectromagnetic pul se weapons, radio
frequency interference, and environmental extrenes. Conputer
viruses may contam nate, destroy, or manipul ate the software or
data. JTAV also faces the possibility of intrusion or denial of
service for hostile purposes. The tel ecomunications structure
supporting JTAV is susceptible to many of the sane threats. In
addition to actions intended to cause danmage, JTAV is a
potential target for deception whereby information is altered in
order to mslead. Finally, the system nust contend with the
possibility of inadvertent disclosure, corruption, or
destruction of information through human action or inaction or
t hrough system mal functi on.

b. Threat to be Countered.

(1) The authorized user is currently acknow edged as the
greatest single threat to conputer systens, whether acting for
vengeful purposes, or as an agent of a foreign group or
intelligence service. The interconnected nature of networked
information systens nmultiplies the potential for danage in al
areas of Defense IT. The design of JTAV requires extensive
i nt erdependence and trusted rel ati onshi ps anong systens and
dat abases. It is essential that access to these systens by
mai nt ai ners, programers, and standard users is expressly
noni t or ed.

(2) Potential threats to JTAV arise from severa
sources. The first three threat sources are considered the
preponderant of the threat to systens.

(a) Human error;

(b) Hardware or software failures, natura
di sasters, environnental mal functions and conmuni cati on deni al

(c) Authorized users inproperly using JTAV to
i nclude information m suse, disregard for security procedures,
and failure to respond to emergency conditions; and

(d) Unaut horized individual penetration of JTAV
sitel/ servers/applications/data obtaining access to the system
t hrough i nmproper neans either to commt espionage, sabotage or
vandal i sm

(3) The foll owi ng paragraphs describe inherent threats
to the JTAV system as defined by references (q), (r) and (t).

12
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(a) Design Flaws: Design flaws involve both
i nadvertent and intentional errors in the hardware and software
that result in undesirable events (e.g., systemcrash). Design
flaws may be perpetrated through poor engineering practices or
frommalicious introduction of errors and/or code that could
result in denial of service conditions.

(b) Conponent Failure: Conponent failure involves
surreptitious mal functions in the hardware, software, or nedia
that are not precipitated through design flaws. Conponent
failures could be manifested fromfaulty equi pment,
unanti ci pated system events, or environnental effects, and could
result in denial of service conditions.

(c) Browsing: Browsing involves attenpts by a user
or intruder to access information to which read access i s not
aut horized or intended. Browsing includes the threat of
i nadvertent access to sensitive information by users and non-
users.

(d) M suse: Msuse involves the use of processing or
conmuni cation services for other than official or authorized
pur poses. M suse includes the threats of inadvertent or
i ntenti onal execution of malicious functions, performance of
undesi rabl e functions, and general perpetration of errors of
conm ssi on, om ssion, and oversight.

(e) Penetration: Penetration involves attacks by
unaut hori zed persons in an attenpt to gain access by defeating
the JTAV In-Theater's security nechanisnms. Penetration often
occurs in conjunction with browsing and ni suse.

(f) Eavesdroppi ng: Eavesdropping invol ves passive
surveill ance of conmmuni cations channels to illicitly gain access
to user identification, passwords, or information transmtted
over those channels. Eavesdropping may be perpetrated through
physical, electrical, and radio frequency taps into the
comruni cati ons channel

(g) Active Wretapping: Active wretapping involves
active surveillance of comrunications channels with the intent
toillicitly modify information transmtted over those channels.
Active wiretapping may be perpetrated through physical,
el ectrical, and radi o-frequency taps into the communi cations
channel. This is a particularly significant threat when a
common communi cations nmedia, such as the internet, is used.

13
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(h) Traffic Analysis: Traffic analysis is the
passi ve collection, analysis, and interpretation of
conmmuni cations patterns to infer operational and |ogistics-
related information. Traffic analysis may be perpetrated using
t he sanme techni ques as eavesdr oppi ng.

(i) Unauthorized Initiation of Connections:
Unaut hori zed initiation of connections involves attacks wherein
an intruder attenpts to establish a comruni cati ons connection
via a false identity or through the replay of a previous,
legitimate initiation sequence. This threat includes spoofing
and masquer adi ng attenpts.

(j) Unauthorized Data Modification: Unauthorized
data nodification involves attenpts to nodify information while
it is being transnmtted over a communi cati ons channel or while
it resides on the system

(k) Unaut hori zed Data Del etion: Unauthorized data
del etion involves attenpts to delete information while it is
being transmtted over a communi cations channel or while it
resi des on the system

(I') Unauthorized Data Reordering/lnsertion:
Unaut hori zed data reordering involves attenpts to reorder
information while it is being transmtted over a conmuni cati ons
channel . Unauthorized data insertion involves attenpts to
insert false information while it is being transmtted over a
comruni cati ons channel

(m Unauthorized Data Duplication: Unauthorized data
duplication involves attenpts to duplicate information while it
is being transmtted over a comruni cati ons channel.

(n) Unaut horized Data Di scl osure: Unauthorized data
di scl osure concerns the intentional or inadvertent disclosure of
sensitive/classified informati on and data to unauthori zed
personnel . Such an incident may include nerely view ng an out put
screen, theft of an output report, or unauthorized copying of
sensitive records in hard copy or electronic form

(o) Environnmental Hazards: Environnental hazards
include all forms of environnmental effects (e.g., fire, snoke
damage, water danmage, excessive dust, heat, or humdity), or
ot her circunstances.

(p) Civil Disorder: An insurrection caused by

14
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civilians, generally in the formof riots, looting, fire, or
wi despread vandal i sm

(q) Tanpering: Tanpering involves attacks to
physi cal and | ogi cal conponents (i.e., hardware, software, and
media). This threat assunes that an intruder has physical or
el ectrical access to JTAV conponents and their internal
structures (e.g., processor boards and software nodul es).

(r) Damage: Damage invol ves attacks agai nst JTAV
conponents (e.g., hardware, distribution system nedia, and
software) to destroy the conponent or render it usel ess. Danage
coul d be perpetrated either inadvertently or intentionally using
physi cal or environnmental neans (e.g., fire or water exposure),
or in conjunction with system penetration.

(s) Substitution: Substitution involves introducing
unaut hori zed, potentially malicious conponents to intercept
conmuni cations, generate incorrect or m sleading information,
masquer ade as a legitimate conponent, or perform other
undesirabl e functions.

(t) Theft: Theft is the unauthorized renoval of JTAV
resources and data.

(u) Probing: Probing involves attacks on the
internals of JTAV conponents to reveal sensitive information
contained within the conponents or to explore the details of
sensitive technol ogy.

c. Projected Threat Environnent.

(1) Existing foreign Information Operations (10
prograns have been assessed to be in devel opment and highly
covert. The imediate threat is thought to be limted, but wll
i ncrease substantially over the next five to ten years. The

threat of cyber terrorism probably will increase substantially
over this sanme tinme period. Over the next two decades, nations
w Il increase enphasis on Information Warfare (IW offensive and

defensi ve strategies, doctrine, and measures, resulting in an
increased IWthreat to U.S. interests fromother states, both
friendly and hostile. The mlitary decision-mker and his/her
dat abase will be a prine target. (See d obal Information
Warfare Trends Through 2015 (U), Nov 1996, Defense Intelligence
Agency (DI A), Background for Quadrennial Defense Review (QDR.))
| nformati on warfare threats during crisis include human
intelligence, psychol ogi cal operations, signal intelligence, and

15
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j ammi ng and deception in accordance with DI A docunent DI -2720-2-
97, “The Information Warfare Threat to the d obal Conmmand and

Control System (GCCS).” Additional systemthreats can be found
in NAI C1574-0210-98, “Information Warfare Threats to Al'S Threat
Envi ronment Description (TED).” Logistics information is of

significant mlitary value to adversaries in both peace and war.
JTAV's ability to integrate data at high | evels nakes data
aggregation a concern for I A and counter IWstaffs.

(2) JTAV will provide the warfighter with access to
trusted sensitive but unclassified and classified |ogistics and
personnel information anong command echelons in a continuous,
timely, and secure manner. JTAV supports the DoD efforts in I A
Users are validated by their applications for user |Ds and
passwor ds, which supports authentication. As DoD devel ops and
enpl oys security enhancenents such as Public Key Infrastructure
(PKI'), M.S, and other neans to enhance IA, JTAV will| incorporate
t hose technol ogies. The data access process using approved
agreenments and DSSs for access to source data systens supports
non-repudi ati on. JTAV's network of servers supports
availability. However, the open systemenvironment (OSE) with
reach- back access to global information will enhance tineliness
of information further. Because systenms will be operating at
mul tiple security levels, the need to selectively nove key
information across the security barrier between unclassified and
classified systens is clear. System architecture and
devel opnent includes network security engineering planning, with
security neasures applied to integrate facilities, procedures,
and equi prment. The JTAV O fice and the CINC J6's will be
responsi ble for JTAV security. Security for JTAw Il be
adm ni stered in accordance with applicable DoD instructions,
regul ati ons and revisions, as published.

3. Shortcom ngs of Existing Systens and C41 SR Architectures.

a. Shortcom ngs of Existing Systens.

(1) There is no integrated |logistics AI'S supporting
joint operational requirenents other than GCSS, GIN and JTAV.
GCSS (CINC/JTF) is an integrated logistics information system
supporting joint operational requirenents. Nor is there a
repository of accurate, real-tinme, and seanl ess |l ogistics
information on which such a system can be based.

(2) There are nunerous autonated systens in the various
servi ces and governnent agencies that track, manage, order, and
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account for materiel and personnel assets. There are also
initiatives within the services to develop a TAV capability to
provide a single integrated picture of service specific

| ogistics data. But none of these systens can provi de an
integrated, joint picture of materiel and personnel required by
today’'s joint environment. These systens remain stove-pi ped
either by commodity or service. JTAV, GCSS (CINC/JTF), and

A obal Transportati on Network (GIN) are key | ogistical and
personnel systens designed to cut across the stovepi pes and
integrate rel evant service and agency data into a total gl obal
pi cture. While JTAV and GIN have filled many shortcom ngs,
there remain several issues that need to be addressed.

b. Shortcon ngs of existing C4l SR Architectures. The
current architectures of the various |ogistics and personnel
systenms vary widely. Sone are | egacy systens; others are newer,
while several are in a transitory state of m gration. Services
have/ are devel oping their own asset visibility systenms, however,
there is no joint application or systemthat acts as a
“universal translator” to access data fromthese di sparate
systens and provide it as standardi zed data to C41 SR
appl i cations and deci sion support tools to facilitate
col | aborative, tinmely decision making.

c. Significance of Shortcom ngs. The follow ng subsections
review the significance of DoD's visibility shortcom ngs. JTAV
will reduce or elimnate many of these shortcom ngs. Better
asset visibility will bolster confidence of the warfighter in
t he DoD Logistics and personnel systems. This visibility wll
al so i nprove operational planning, supply chain nanagenent, and
assi st in reducing excessive inventories, which will inprove the
entire DoD | ogistics processes. Specifically for Manpower w ||
be the capability to track Active, Guard and Reserve personnel
duty status changes, provide a single, conprehensive personnel
record of service and data elenents, and the ability to track
units and personnel In-Theater.

(1) Joint Asset Visibility Shortconi ngs in the Conbat ant
Commands Theaters. CINC s and JTF Commanders do not have the
readily accessible ability to view a joint, integrated picture
of logistics and personnel assets. JTAV will assist in assessing
actual readiness of forces during pre-depl oynment, determ ne
actual novenent status, query theater inventories vertically and
hori zontal |y across Service stocks, and determ ne | ogistics and
manpower infrastructure capacity and utilization.
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(2) Duplicate Orders. The responsiveness of the
| ogi stics and personnel systens is degraded by duplicate orders
when units have i nadequate visibility over the status of their
requi sitions, particularly for critical items and skills. Such
probl ens reduce the readi ness of conbat forces.

(3) Retail Visibility. 1In regions where US forces are
depl oyed without a pre-established mlitary |ogistics
infrastructure, the primary sources of materiel for operating
units are retail assets owned by acconpanyi ng support
activities. Service activities do not have a conplete retail
and whol esal e distribution of all DOD picture. During peacetine,
numer ous demands fromretail custoners are passed to the
whol esal e system even though nearby retail activities of other
Mlitary Services may have avail able stocks for those sanme
items. Service TAV systens cannot | ook across to sister Service
systens. A DoD I G report found that several mllion dollars
coul d have been saved if Integrated Material Mnagers (I Mvs) had
near-real -tinme visibility of retail consumable assets to offset
procurenents.

(4) Procurenent and Repair Decisions. Current Service
systenms do not provide mlitary planners with vertical and
|ateral visibility of assets in procurenent and repair needed to
identify critical shortages and expedite repair and production
efforts. This nakes it very difficult for theater commanders to
know i f those assets will be available to carry out planned
operations. To conpensate for this, planners nust request
addi ti onal assets or take nunmerous off-1line, manpower-intensive
actions to provide the needed visibility.

(5) In-transit Visibility. During the Gulf War, nore
than half of the 40,000 sea van containers of mlitary materie
arrived with little or no docunentation. To determ ne the
ultimate consi gnees and contents, they had to be opened,
inventoried, resealed, and then reinserted into the distribution
system As a result, receipt-processing tinmes increased
significantly. Delays in receiving, noving, and controlling
resupply materiel noving through the |ogistics pipelines

contributed to critical shortages. |In addition, receiving and
processing facilities of cargo in the theater were overwhel ned
with incomng materiel. Additionally, many shipnents were

pushed from CONUS to the Gulf from whol esale activities to

qui ckly build up theater stocks. Theater |ogistics personnel
had little or no visibility of these shipnments when received.
The absence of consistent visibility of line-itemmateriel in
shi pment containers contributed to backl ogs at aerial and water
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ports; difficulties in prioritizing the backlogs; and,
inefficiencies in intra-theater novenents. Visibility over the
nmovenment and care of patients being evacuated fromthe theater
was al so insufficient —60 percent ended up at w ong
destinations. As a result, the United States Transportation
Command ( USTRANSCOM) was desi gnated as the DoD functi onal
proponent for In-Transit Visibility (1TV). TRANSCOM has nade
significant inroads with their inprovements with GIN to provide
situational awareness of ITV reporting tineliness and

synchroni zation of data feeds. USTRANSCOM wi ||l provide |ITV data
fromits corporate data environnent as devel oped by GIN. GINis
the source I TV system for JTAV.

(6) Personnel Visibility. DoD does not have a standard
met hod for providing personnel asset visibility for a depl oyed
JTF. Nunerous deploynents in recent years have highlighted
numer ous problenms with the service personnel systens. Theater
commanders, supporting CINC s, and home stations for depl oyed
personnel do not have visibility over personnel deploynments and
nmovenments fromor within the theater during re-deploynents.
Theat er commanders have marginal force-tracking capabilities,
such as limted ability to find or track personnel with critical
skills or to scan all Service personnel with a change in duty
status (MA WA, KIA etc.). There is no capability to
systematically keep track of individual novenents to, within
and froma theater. Mst of the current DoD and Service systens
are capabl e of supporting only Service specific policies and
busi ness practices regardi ng manpower nanagemnment.

(7) Medical Visibility. The US Arnmy Medical Materi al
Agency (USAMVA), as executive agent for under the Medical
Logi stics Total Asset Visibility (MEDLOGTAV) Project, is
devel opi ng the Joint Medical Asset Repository (JMAR). JTAV and
USAMVA MEDLOGTAV have established an MOA, along with a
supporting DSR and DSS, which provides a datafeed and a
reachback capability for worldw de visibility of medical assets.
JTAV wil|l provide this information to the C/S/A's and JTF
Commanders in order that they may have a full view of medical
assets worldw de. The theater conmmanders and nedical staff wll
have the capability to nonitor critical blood shipnments, theater
medi cal materiel assets, track patient novenments and
acconmpanyi ng patient novenent itemnms, and nonitor the
availability and utilization of medical facilities. This wll
al so provide the nedical staff with a capability to ensure
refrigerated transportation systens are available to transport
bl ood, vaccines and ot her perishabl e medical products from sea
and aerial ports, in theater.
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(8) Visibility of Reparables. DoD needs a better
capability of providing visibility of common-use reparable
assets across the Services. Primary inventory control
activities (PICAs) need visibility of the stocks of secondary
inventory control activities (SICAs) and vice versa. A recent
DoD | nspector General audit identified approximtely $500
mllion of assets in SICA inventories that were not visible to
the PICAs. Inter-Service visibility of DoD assets is required
both horizontally and vertically. This visibility would assi st
the IMMto identify potential assets available to laterally
redistribute retail assets to satisfy backorders and allow the
return of excess assets from DoD activities for offsetting
procurenment and repair quantities. Providing the |IMvs the
conplete visibility of DoD assets across Services woul d assi st
i n enhanced readi ness, reduced inventory quantities, inproved
identification and utilization of excess stock, and inproved
procurenment and repair efficiency.

(9) Visibility of Disposal Activities. Assets |ocated
at a Defense Reutilization and Marketing Service (DRMS) are al so
i n-storage assets. Defense Logistics Agency’'s (DLA's)
| nterrogati on Requirenents Information System (IRI'S) is the
system that provides worldwi de visibility of assets at DRMSs.
Access to RIS data through JTAV will provide additional in-
storage visibility and i nprove reuse of material.

(10) Multinational and Commercial Logistics Support.

The increasing “globalization” of business has a direct effect
on Defense activities. Qur nation’s forward presence and
menbership in a variety of bilateral and nmultinational defense
and security alliance results in deployed U S. forces receiving
varying degrees of |ogistics, operational, and comruni cations
support from conmercial enterprises overseas. This was conducted
t hrough the provisions of governnent-to-government host nation
support (HNS) agreenents and status of forces agreenents.

4. Capabilities Required. JTAV nust support the joint asset
visibility needs of all users, at all echelons, worldw de.
These users each have varying requirenents, perspectives, and
uses for the data. JTAV' s capabilities will serve prinmary
audi ences of the warfighters, planners and DoD support of the
infrastructure. The warfighter has an operational focus and
requi renents that will inprove decision-nmaking and hopeful ly
save lives. Appendix Clists the ORD supporting analysis
docunments that were used in the devel opment of JTAV.
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a. Capabilities Overview.

(1) Increnental devel opnent allows JTAV to create an
initial set of capabilities, and then i nprove and expand themin
subsequent iterations.

(2) JTAV enbodi es several basic principles in its design
and operation to support Information Fusion, a tenant of Focused
Logistics (FL). JTAV utilizes |ogistics and manpower managenent
directives issued by various DoD instructions that enconpass all
of the follow ng:

(a) Be fully deployable and capabl e of supporting
the CINC s and JTF Commanders.

(b) Be interoperable with | egacy and future systens
of the Services and Agenci es.

(c) Hardware and applications will operate the sane
in peace, MOOTWand war. Staffing will be ranped up to sustain
hi gher | evels of system availability to support expected
i ncreased system demand. Bandw dth requirenents will increase as
well. Restrictions on use while not anticipated, but could be
exerci sed as required. Refer to paragraph 5 bel ow regarding
bandw dt h i ssues.

(d) Be user friendly. Enterprise changes will be
i npl emented as field operators and pl anners provi de feedback and
i ncorporate CI NC specific | essons |earned.

(e) Use existing data el enents and dat abases.

(f) Support DoD wide joint visibility needs of
Servi ce and Agency assets.

(g) Be conpliant with the DIl, COE, and JTA.
(h) Supports GCSS CRD requirenents.

(i) Be tinmely and accurate.

(j) Reduce cost and inprove efficiency.

(k) Support garrison, deployed, and non-depl oyi ng
or gani zati ons.

(1) Place no additional burden on operating forces.
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(3) The JTAV KPPs listed herein are derived fromthe
GCSS KPPs and GCSS Combat Support Information Requirenents
(CSIR) requirenments to ensure JTAV supports GCCS functionality.
Appendi x D provides the crosswal k/ | i nkage between GCSS and JTAV.
The detail ed diagranms in Appendi x D depict the inter-
rel ationship between the JTAV and GCSS CRD/ ORD f eat ures.

(4) The netrics for these performance paraneters are
based on four key assunptions:

(a) That there are national |evel, authoritative
systens in each Service/ Agency that manages a majority of one or

nore commodities, and that JTAV will be all owed access to these
systens. By gaining access to these systens, the assunption is
that JTAV will have gained visibility over a preponderance of

data in each Service. The same holds true in each commodity
area: personnel, ammunition, equipage, wholesale and retail
i nventori es, depot maintenance, etc.

(b) That there are systens in each Service or Agency
t hat process personnel and unit nmovenent information and JTAV
will access it, either directly or through USTRANSCOM Cor por at e
Data Environnment. JTAV will work in conjunction with GIN to
avoi d duplication and ensuring data consistency between the two
systens.

(c) That the Services and Agenci es have a FoS that
will provide information on principal end itens and materiel in
repair shops, production plants or contracting processes in
process.

(d) That there may be a need to direct sone changes
to Servicel/ Agency automati on systens and data el enments to
support JTAV.

b. Logistics and Personnel Joint Asset Visibility
Requirements. The objective will be to work with the J-1, J-4
CINC s and Services to identify information/data the CINC s want
visibility and docunent those on a jointly devel oped and staffed
Critical Itens List. The requirenment is stratified into five
sub-requi renments, which are In-Storage, In-Transit, |n-Process,
Requi sition Tracki ng and Personnel .

(1) In-Storage Visibility Requirenents. The JTAV system
(hereafter referred to as the system being devel oped will
di splay unit equi pnent, wholesale, retail and war reserve stocks
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| evel data. This visibility is required to include those
inventories down to the follow ng | evels:

Army —direct support authorized stockage |ists, display assets
at battalion |evel or higher.

Navy —shi pboard and maj or shore stations and activities.

Mari ne Corps —Marine Expeditionary Forces (MEF s), bases,
installations and support activities. Marine air assets are
accounted for in the Navy |logistics systens.

Air Force —base supply and nmedical |ogistics, Internediate
depot hel d stock.

Coast Guard - shipboard and shore activities.

(a) Threshold: The system provides asset visibility
down to the NSN/NIIN | evel for each category by Servicel/ Agency
materiel, and units. This includes subsistence, bulk fuel,
anmunition, major end itens, repair parts, and units by | ocation
worldwide. It will also provide personnel data by individua
service nenmber by SSN and unit assigned.

(b) Objective: The systemw || also provide in-
storage visibility data for all comodities held by Reserve and
Nati onal Guard units.

(2) 1TV Requirenents. The systemw || provide
visibility of all commodities in-transit. JTAV, as the
i ntegrator of in-storage, in-process and in-transit visibility
must nerge logistics data together. JTAV receives ITV data from
the DoD I TV system GIN. The ITV requirements in the GIN ORD
and in the Defense ITV Plan roll up into the overarching
requi renments for JTAV. The capability nust exist for CINC and
subordi nate logistics staffs to analyze and identify the supply
and transportation status for |logistics items, as well as for
personnel . JTAV does not attenpt to track adm nistrative
movenents such as TAD/ TDY.

(a) Threshold: Provides in-transit visibility data
for Services, Agencies and Direct Vendor Delivery (DVD)
shi ppers.

(b) Objective: Provides in-transit visibility data
for commpdities and personnel associated with Services,
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Agenci es, DVD shi ppers, Reserve and National Guard units. This
will include retrograde materiel tracking systens.

(3) In-Process Asset Visibility Requirenent. The system
will provide visibility of assets in-process. |n-process assets
are items in repair or procurenent. This includes itens in
repair at depot-Ilevel repair organizations, (both organic and
commercial), in repair at internedi ate-level repair
organi zati ons, and/or on order from DoD vendors | ocati ons.
Initially, the JTAV inplenentation plan identified the
requi rement for in-process visibility that included maintenance
and procurenment information. While CINC and UJTL requirenent
remain, JTAV will not pursue any devel opnent efforts to nake
joint maintenance information avail able as an extension of a
conprehensi ve asset profile.

(a) Threshold: The system provides in-process
visibility by accessing high | evel (national or regional)
procurenent and repair activity's Al S s.

(b) CObjective: The system provides in-process
visibility of assets at commercial procurenent or repair sites.

(4) Requisition Tracking Requirenent. The system nust
be able to track all requisitions.

(a) Threshold: The systemw || track all
requi sitions for DoD operational units.

(b) Objective: The systemw |l track all
requi sitions and El ectronic Data Interface (EDI) transactions
associated with DoD unit support processed by an automated
system

(5) Personnel Assets Visibility Requirenent. To fulfill
the intent of Joint Publication 1-0, Doctrine for Personnel
Support to Joint Operations, reference (s) this system nust
provi de a consolidated view of personnel assets deployed to
specific JTF AORs within specified OPLANS directly supporting
i ndividual CINCs. To fulfill the requirenents specified in the
CI NC and JTF Personnel Asset Visibility Requirenments Docunent
(dated 11 Jun 1996), visibility of said personnel assets wll
require tracking fromhonme unit to field |location to include in-
transit novenent as well as intra/inter theater novenent or
rel ocation. JTAV nust be able to track unit and non-unit
i ndividuals. This information nust be available to the JTF
field Commander, the associated CINC, and the CJICS. Information
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provi ded by JPAV will be directly associated and will duplicate
information on file at each service conponent. Data accuracy
will be the responsibility of the data providing service
conponent and the data in JPAV will be "read only" within the
JPAV application. The Object Oriented, Web Based application
provi des an autonmated nmechanismto track depl oyed personnel from
home unit to field |l ocations worldw de as well as while in-
transit. This application provides the capability to |ocate
specific individuals, units, skills, language capabilities, as
wel | as associ ated denographic informati on and duty status of

i ndi vidual s and transportation information to include arrival
dates, times, aircraft of individuals manifested on mlitary
transportation. It also provides the capability to report this
data up channel to CINCs and the CICS in the formof the Joint
Personnel Status Report (JPERSTAT).

(a) Threshold: JTAV will gain access to all
personnel systens identified in Table C as critical.

(b) Objective: JTAV will gain access to all
personnel systens identified in Table C

c. System Performance Requirenents. This section
descri bes JTAV data retrieval performance standards. The
follow ng characteristics are anticipated to be major drivers of
automated systemtechnical solutions that my be devel oped to
nmeet JTAV requirenents. The Clinger-Cohen Act of 1996 requires
t he use of commercial, off-the-shelf (COTS) IT and establi shnent
of a Chief Information Officer, etc.

(1) KPP Interoperability Requirenment: Interoperability
is a mandatory KPP of all joint systens. The JTAV
interoperability KPP is derived fromthe top level IER matrix at
table B that identifies the standards specified in the threshold
and objective values. |ERs for each source data system are
identified in Table C. Appendix E contains an operational view
(OV) and a systemview (SV) for each of these systens. JTAV, as
a nenmber of the GCSS FoS, provides the asset visibility
function. JTAV adopted GCSS data/information m ninum standards
of information accuracy, currency, conpleteness, relevance,
timeliness and format consistent with both threshold and
obj ective states.

(a) Threshold: JTAV will accept or exchange conmmon
data elenments with 100% of source data systens that are
identified as critical in the top level IER nmatrix at Table B.
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(b) Objective: JTAV will accept or exchange conmon
data elenents will 100% of all source data systens that are
identified in the top level 1ER matrix at Table B.

(2) KPP Compliance Requirenment. The JTAV I ER matri X
conforms to the |latest version of reference (g). Each page
contai ns a synopsis of applicable Universal Joint Task List
(UJTL) items, system description and a determ nation of data
source systens requirenents to be included in JTAV as a
t hreshold and/or an OSE. An OSE is a critical system which
adds value to the asset picture, but is less vital to an I OC
Initial Operating Capability (10C). These systens add refined
data or bring small pockets of assets not found in national
| evel Service data repositories. The system shall be conpliant
with the DISA DIl COE, JTA and the GCSS program conpliance
requi renents. DISA certified JTAV DIl COE at Level 4 within a
W ndows NT environnent using Power Buil der applications
software. Level 6 DIl CCE conpliant devel oped software has been
submtted to DISA (DMC Slidell, LA) for certification in a UNI X
envi ronnent includi ng web-based application software.

(a) Threshold: Certified DI COE at Level 6.
(b) Objective: Certified DIl COE at Level 8.
(3) (KPP) Security Requirenent: JTAV shall use Defense-

i n-depth techniques to achieve Milti-Level Security (MS) as
suggested in reference (t) and conplies with the DoD 5200 series

directives and instructions. JTAV systemw || obtain
Certification and Accreditation utilizing the DI TSCAP. All SABI
requirenents will be met to allow for JTAV to comruni cate

Sensitive but Unclassified (SBU) data to classified systens. The
JTAV systemw || utilize Defense-in-depth strategies, which
provi de hardeni ng agai nst cyber attacks, by utilizing firewalls,
guards, virus scanners, intrusion detection technology. Access
control neasures include strong identification and

aut henti cati on, securable operating systens and network
nmonitoring systenms. Public Key Infrastructure (PKI)

Certificates will be exchanged between JTAV Servers and data is
transmtted utilizing Secure Socket Layer (SSL). All personne
accessing JTAV wi |l undergo background security checks to ensure

proper clearance to JTAV data and conplete User | A Training and
Certification. JTAV wll notify all system Adm nistrators by
identifying vulnerabilities through the A Vulnerability Alert
(1 AVA) process and various Conputer Enmergency Response Team
(CERT) advisories. JTAV will inplenment PKI Certificates for al
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JTAV users when available. JTAV will conduct penetration-
testing activities and continue to mtigate vulnerabilities.

(a) Threshold: Each JTAV server suite will go
t hrough the certification and accreditation process using the
DI TSCAP and SABI requirenents.

(b) Objective: Sane as threshold.

(4) Communi cation Requirenent: JTAV nust support access
to DoD and comrercial source systens with robust communications
el ectronic commerce (EC) and EDI transactions. DoD is adopting
commer ci al busi ness practices, including DVD from conmerci a
sources. To inter-operate in this environnent, JTAV nmust accept
and support the commercial communications formats.

(a) Threshold: Achieve access to each critical
systemidentified in Table B as threshold systens supporting
EC/ EDI protocol s.

(b) Objective: Achieve access to each critical and
obj ective systemidentified in Table B as threshold and
obj ective systenms supporting EC/ EDI protocols.
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d. Bandw dth Baseline. Bandw dth baselines are provided in
the following matrix to establish a starting point for system
adm ni stration and conmuni cations circuit allocation and
planning. Principle features in this systemare the User PC, a
LAN WAN/ MAN server, a JTAV server, and a connection device to
t he DI SA DI SN backbone. There are many PCs in use w thin DOD.
A common profile suggests that this fictious average “any box”
conmput er enployed in JTAV data retrieval and processing wll
have either a 56kb nodemor will be directly connected to a
“typical” LAN which is frequently Ethernet. This LANis
frequently an Ethernet style LAN operating on a standal one
server with a common bandw dth of 10baseT (10 Megabits per
second). The JTAV server functions as receiver/processor/data
storage for data feeds and hosts the JTAV application. It
provi des the stored SQLNet queries used for both data probes
into the data warehouse and the m ddl eware and SQLNet queries
used for the reachback processes. The bandw dth requirenent
associated with data feed receipt is 128kbps or a pair of 64kbps
dupl ex. DI SA, J6, C3l and the Joint Spectrum Center (JSC) wi ||
devel op a bandwi dth profile for the Services to ensure post canp
base and station infrastructure and tactical needs neet the
profile requirements. The following matri x conpares JTAV
bandw dth requirenments at different phases of DOD operations:

Peace MOOTW WAR
PC 56 56 56
LAN 10baseT 10baseT 10baseT
Server 128 192+ 256+

Note: Values in kilobits per second unless ot herw se annot at ed.

e. Informati on Exchange Requirenments (I ER). The JTAV (Ofice

wi |l use a data sharing process to gain access to source data
providers. During the data sharing process, the JTAV Ofice
wi Il coordinate with Servicel/ Agency representatives to identify

the authoritative data source(s) to neet in-storage, in-transit,
i n-process, and requisition asset visibility requirements. The
JTAV Oifice in coordination with the source data providers wll
devel op MOAs, DSRs and DSSs to neet the goal of gaining access
to the source data systens. The |ER Matrix, Table C, identifies
t he potential source data systens JTAV needs to coordinate with
to neet the above nentioned asset visibility requirenments. As
part of the data sharing process, the JTAV Ofice and the source
data provider nust identify the following critical elenents that
support the JTAV m ssion.
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(1) Rationale/UJTL Nunmber. The set of joint m ssion
tasks fromthe UJTL that are supported by joint asset visibility
of each source data provider

(2) Event/Action. The event/action that triggers the
need for the information exchange.

(3) Information Characterization. The critical
information characteristics that describe the informtion that
are being exchanged and how it is to be used.

(4) Sending Node. Source Data Provider.

(5) Receiving Node. JTAV.

(6) Criticality. The criticality assessnent of the
asset visibility informati on being exchanged in relationship to
the m ssion that is being perforned.

(7) Format. Description of data type.

(8) Tineliness. Required maxinmumtine from source data
provider to JTAV.

(9) Classification. Classification of information.

f. Logistics and Readi ness.

(1) JTAV will be m ssion-capable 95% duri ng peacetine
operations and m ssi on-capabl e 99.5% during warti me operations
or MOOTW

(2) Operational availability specifications reflect the
percentage of time availability will be maintained during
peacetinme, wartime and MOOTW Threshold and objective system
avai lability (Ao) are as follows:

Peaceti ne oorw \Ar
Threshol d 95% 98% 99. 5%
Obj ecti ve 99. 5% 99. 5% 99. 5%
JTAV wi Il nmeet or exceed the industry reliability, availability

and mai ntainability standards for commercial equival ent
conponents.

(3) JTAV contractor personnel will conduct limted
preventive and schedul ed mai ntenance during normal duty hours in
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peaceti me and during non-peak periods of wartinme and MOOTW
JTAV wi Il be designed so that hardware and software preventive
and corrective maintenance can be performed w thout requiring
conpl ete system shut down.

(4) System backup of servers will be performed daily.
Manpower and | ogistics data is acquired daily and will be
pr ot ect ed.

(5) The JTAV systemw || be capable of orderly shutdown
of server services within 15 m nutes due to power | 0ss.
| nportant data will be protected from catastrophic |oss.

(6) The JTAV systemwi || be capable of generating
i ncident reports and providing back notification of delivery to
the initiator within ten mnutes of initial contact between
initiator and mai ntenance agent. Software corrective

mai nt enance will be performed in response to a problemreport or
equi val ent identification of a software inpedinment. A response
tracking nmechanismw ||l track corrective actions through to

final resolution. This requirenent ensures continuous
operations with a mni mum of disruption and with positive
f eedback supporting the mai ntenance task.

(7) JTAV shall have a configuration control board to
mai ntain control of the JTAV software configuration, problem
reporting, standards evaluation, and library nmanagenent with
conpliance i ssues. Board conprised of JTAV PM COITR
Functi onal, Database and Systens Technical staff
representatives, Security, Testing Evaluators, and other
pr of essi onal representations as required.

(8) Life cycle contractor support is required to support
JTAV. Contract support will be in ternms of technical
mai nt enance of the hardware and software that conposes JTAV. Qut
sourcing is considered nost cost effective at this tine.

g. Oher System Characteristics.

(1) Al elenments of JTAV will neet applicable
Occupational Safety and Health Act regul ati ons and be consi st ent
with DoD standards for safe equi pnent usage.

(2) JTAV equipnent will be conpatible with source data

provi der systens and applications identified by GCSS. The
system shoul d have el ectromagnetic conpatibility and be
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consi stent with the DoD approach to controlled environments for
comput ers.

(3) JTAV will be capable of operating in both classified
and uncl assified environnments. Each JTAV server suite will be
conprised of two servers; one for unclassified access and one
for classified access. Unclassified information will be passed
fromthe unclassified server to the classified server. JTAV
facilities will provide suitable storage for classified materi al
(e.g., docunents, software, secure conmunication divides, etc.),
and suitable building security to restrict access for
unaut hori zed personnel.

(4) JTAV is designated as a mssion critical and nust
continue to function after exposure to High Altitude Electro-
Magnetic Pul se (HEMP). The m ssion essential resource in JTAV
is the data resident in the functional nodules and the ability
to access the data. Data | oss nmay be prevented or aneliorated
by effective backup procedures including devel oping recovery
procedures. Theater data |losses will be recovered by accessing
original sources fromthe CONUS d obal JTAV capability.

Functi onal capabilities at the m ssion critical nodes nust be
mai nt ai ned/ protected. HEMP survivability techni ques include use
of a HEMP survivabl e hardware and pl acenent of JTAV servers in

hardened shelters. These determ nations will remain ClINC
prerogatives. Reestablishnent of capabilities or data | osses as
a result of a HEMP incident will be devel oped at each CINC site

by the JTAV support teamin conjunction with interested CINC
staff sections.

(5) The CINC s designated JTAV as a m ssion critical
system Since JTAV is mssion critical, it nust be Nuclear,
Bi ol ogi cal, and Chem cal Contam nation Survivable. |ndividual
site levels will be addressed using tactics, techniques and
procedures for NBC survivability. |In the event system equi prment
or conponents becone contam nated or rendered i noperable, the
JTAV Programwi || replace the itens during JTAV's life cycle.
Source hardware fromthe follow ng: operational readiness fl oat
and aut hori zed stock list assets; cross-leveling conputers from
non-critical nodes to critical nodes; reconstituting by shipping
repl acenent stocks fromalternate sites. Effective backup
procedures and capabilities reconstitution will be obtained from
a designated alternate JTAV site as may be required. System
operators nust be able to performtheir tasks under M ssion-
Oriented Protective Posture IV conditions.
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(6) Al conponents of JTAV shall be designed to be
mutual |y conpatible with other electric or electronic equi pnent
within the system s expected operational electromagnetic
environnent. For all conponents of the JTAV systemt hat
intentionally emt or receive hertzian waves, spectrum
supportability with the United States and with all host nations
where the systemw || deploy shall be determ ned for the life of
the system through the MIlitary Comrunicati ons El ectronics
Board. The JTAV shall comply with applicable national and
i nternational spectrum nmanagenent policies and regul ati ons.

5. Program Support.

a. Mintenance Planning. The follow ng sub paragraphs
descri be the mai ntenance planning fromthe JTAV server suites.
JTAV does not provide any end user hardware; therefore, user
deskt op mai ntenance i s not applicable.

(1) JTAV Server Hardware. Server naintenance will be
avai l able from comercial sources. Wth the risk of outages
af fecting hundreds of users, “float” systens will be avail able
from comercial sources for imediate backup. Special attention
will be given to the acquisition of these itens to ensure that
wor | dwi de contract mai ntenance is available with technicians
cleared to work on a classified JTAV configuration.

(2) JTAV Software Maintenance. JTAV software is
controlled by formal configuration managenent procedures. The
JTAV O fice will centrally control the software nmaintenance
support. The CINC s JTAV support personnel will be responsible
for inplenmenting routine software mai ntenance and al so i npl enment
sof tware nodifications or upgrades as directed by the JTAV
O fice.

(3) JTAV Communi cations. Mintenance of supporting JTAV
comruni cations, including any required |leasing cost, will be the
responsibility of the Defense Information Systens Network office
to arrange and the respective organization to fund. Commerci al
communi cations support is assuned for fixed, peacetine
| ocations. Organic DoD tactical communications support is
assumed for bare base, contingency deploynent | ocations.

b. Support Equipnent. JTAV w |l be designed to be

mai nt ai ned by standard test equipnment and will include fault
i solation capabilities to diagnose failures at a | evel
comrensurate with the final support concept. Standard equi pnent
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is required to identify faults on COTS conputer systens and
sof tware. Mai ntenance support will include comrercial contract
at all levels. Hardware acquisitions will assure that worl dw de
contract maintenance is available. JTAV is concerned with
mai ntai ni ng the devel opnental server suite and the geographical
JTAV server suites. The JTAV Ofice support personnel wll be

responsi bl e for conducting routine maintenance and wll devel op
contracts for maintenance beyond their capabilities. System
mai nt enance for JTAV will be required for network hardware,

conmmuni cations support, and system software and operations
mai nt enance.

c. C41 Standardization, Interoperability, and Commopnality.

(1) Integrated into C41 Infrastructure. JTAV will be
desi gned to support wartinme scenarios. JTAV will support a
smoot h, orderly transition from peace to war. JTAV wll be
devel oped using the guidelines identified by the C4l SR
architecture framework. JTAV will devel op architectures that
can be universally understood and readily conpared to other
architectures. JTAV wi |l devel op an operational architecture,
which will describe the tasks, operational elenents, and
information flows required to acconplish or support warfighter
joint asset visibility requirenents. JTAV will also develop a
systens architecture that will describe, with graphics, the JTAV
system and i nterconnections with other systens in order to
provide for or support warfighting joint asset visibility
requi renments. JTAV will be inplenmented using the JTA devel oped
by the C41 SR community. Appendi x E provides details on the data
and data integration requirenments for each source data provider
for JTAV. JTAV has no unique intelligence information
requi renents.

(2) JTAV will be devel oped as a joint system As
previously nmentioned, JTAV will integrate data from several
different sources. This information can be used as a
consol i dated data source to support joint applications being
devel oped within DoD. As a joint system JTAV is required to
fully enbrace policies and procedures to achieve
standardi zation, interoperability and commonality anmong CI NC s,
Servi ces, Agencies, NATO, and other allied or friendly nation
systenms. Appendi x E describes in detail the technical
i nterfaces, comuni cations protocols, and standards required to
be incorporated to ensure conpatibility and interoperability
with all source data systens.
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(3) JTAV will conmply with applicable provisions
contained in the JTA to include DIl COE conpliance. The
aut omat ed system and communi cations applications selected to
satisfy the needs of this ORDwill be DI COE conpliant,
i ncl udi ng open systens interconnection (OSI), nodel |ayers as
defined by the International Standards Organization, and used in
Gover nment OSI Protocol

(4) JTAV is one of the core conpetencies of GCSS and
shal | support and interface with existing and enmergi ng DoD C4l
systenms. GCSS will also support CA4l interoperability with other
systems, including the GCCS and COP

(5) Because of the diverse nature and nunber of
interfaces for asset source data and user access, the assurance
of the JTAV information is critical to its success. The JTAV
programw || develop an I A programto address threats and
vul nerabilities to informati on systems. The JTAV | A programw ||
ensure that the appropriate | evels of protection against threats
and vulnerabilities are enployed. JTAV I A programw |l also
provi de for restoration of JTAV by incorporating prevention,
protection, detection, and reaction capabilities. The JTAV IA
programw || describe the conponents required for a viable I A
Site Conpliance Review Program as set forth by the Defense
| nformati on Assurance Program (DI AP), and DoD and gover nnment
gui delines. The I A of JTAV at the JTAV sites is very inportant
since it is mssion-critical AIS within the respective Unified
Commands, and it is operating directly on their LANs. The
Uni fied Conmands’ | A policy guidance is provided by references
(q) and (r); and, is augnented by CICS Regul ation 6510.01B. I|A

policy in the Commands is managed by the J6. In general, IA
policy is based on CICS IO policy and exists as 10, I A and
information warfare directives. 1A is a defensive subset of

| nformati on Operations (10).

(6) JTAV will incorporate | A education into its user
applications, so users will have an appreciation of the JTAV I A
practices. JTAV will investigate new technol ogy and techni ques
to incorporate | A and enhance user access and applications at
the same time. JTAV will identify and isolate system
vul nerabilities and threats, plan for contingencies, and
i npl enment protection for its infrastructure. JTAV will neasure
its level of integrity and exam ne causes and sol utions for user
perceptions of inaccurate data.

(7) Data integrity issues generally are inherited from
JTAV data sources. JTAV System Adm nistrators at CINC Sites
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review systemlogs to nmonitor system functions. They detect the
presence or absence of a data feed according to scheduled file
transfers. Significant variances in size of individual feeds

al so provide an indication of data issues. JTAV will use
sanpling techniques to quantify and trend data integrity issues.
JTAV wi || adopt policy, as it becomes avail able from DoD

Logi stics and Personnel Functional Data Adm nistrator, which is
expected to i nvoke Service Functional Data Adm nistrator and
others in addressing the nultitude of data quality issues.
Pendi ng formal requirenments and as an interimneasure, JTAV uses
the Hel p Desk function at CINC Sites and JTAV office to record,
anal yze and respond to data issues as they are detected and
reported. Field users are frequently subject matter experts
within limted mlitary occupati onal professional areas. They
can validate the currency of data by referring to the “date | ast
transaction” data elenent. |In the absence of that data, JTAV
provides a “System Date/ Ti me” processed. |Issues referred to the
JTAV O fice are processed through JTAV Enterprise Change
Requests (ECRs) for analysis by functional experts and in
consultation with systeminterface POC s.

(8) The DoD Key Managenent Infrastructure (KM) is the
critical underpinning of the Departnent’s |IA capabilities and is
a vital elenment in achieving a secure | A posture for the DII.
Accordingly, it is inperative that JTAV take an aggressive
approach in inplenmenting critical processes that will enable DoD
KM 1A services. The DoD PKI is the primary conmponent of the
KM that provides the franework and services for the generation,
production, distribution, control, and accounting of public key
certificates.

(9) The JTAV architecture will enploy public key
certificates issued through the DoD PKI to support server and
client authentication. Wen accessing JTAV, both the
application server and client will exchange certificates while
initiating a secure session under the Netscape Secure Sockets
Layer protocol. The JTAV application will then use the
di stingui shed name fromuser’s certificate instead of User-I1D
and password to check the access control |ist before granting
access to systemresources.

d. Conputer Resources.
(1) The JTAV TM P PMO shall identify the hardware and

software required for supporting JTAV. JTAV shall be devel oped
for interoperability with DOD and commercial conputer systens
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and comuni cati ons networks. The JTAV hardware platforms that
w ||l operate JTAV shall conply with the JTA standards for
interoperability and portability.

(2) JTAV software requires the JTAV Ofice to provide a
classified and unclassified file servers for supported ClNCs.
At a mninmum they nust be able to operate within M crosoft
W ndows NT specifications. Depending on the JTAV fielding and
depl oynent plans, JTAV software may operate on LANs that the
Cl NCs use.

(3) The software devel oped for or integrated into JTAV
shall conformto DIl CCE specifications. Conpliance with D
COE shall be eval uated before integration of the individual
conponent systens into JTAV. The JTAV blueprint shall specify
the m ni rum har dwar e/ software requi renents necessary to support
JTAV. JTAV certification is the responsibility of the
application devel oper and user community.

e. Human Systens |Integration.

(1) JTAV shall not introduce any uncontrolled safety or
heal th hazards to the Services, Agencies and CINC environnents.
Pl acenent of conponents and cabling shall not inpede

i ngress/ egress of personnel. Placenment of conponents shall not
present safety hazards to repairers, maintainers, and/or
operators. All identified critical safety items shall have

built-in redundancy and fail-safe faults. All electrical
conponents shall be designed and installed into the host
platform so as not to present any undesired safety hazards
(fires, shock, burns, heat, inconpatibility, etc.). Al screens
and hardware shall be designed to nmnimze the probability of

i npl osions and materials shall be used that m nim ze the hazards
given an inplosion or catastrophic failure. The system shal
function within the el ectromagnetic frequency (EMF) spectrum
specified without degradation or hazard to other el ectronic
equi pnrent or systens. Also, the user shall not be endangered by
JTAV system noi se and screen emanations or by the effects of

el ectrostatic discharge and |ightening. Conponents shall not

i ntroduce hazardous |l evels of toxic gases frommaterial off
gassi ng when heated. Conponents shall not create a condition
t hat exceeds health hazard standards for host platform health
concerns (i.e., steady state noise, vibrations, fire

exti ngui sher agent concentrations, radio frequency exposures,
etc.).
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(2) The JTAV office will provide initial training for
JTAV in-theater nodule end-users. Followon training after the

system has been placed in operation will be available via
conputer based training (CBT) that is kept current via JTAV
software rel eases. The CBT will be available on the JTAV front-
end graphical user interface (GQUJ). JTAV user training wll be
institutionalized at the individual Service level and will be

taught in conjunction with selected Service school curriculum
The JTAV GUI software is user friendly; built-in help screens
and a CBT are available to allow functional users to teach

t hensel ves to use the system At the JTAV server |level the
JTAV O fice will provide a support team at each CINC JTAV server
site. These resources are necessary to ensure the daily
operation of the JTAV server sites.

f. Oher Logistics and Facilities Considerations. Once in
operation, the JTAV support staff will make a determ nation of
necessary mai ntenance support assets, such as spares and repair
parts, special tools, test equi pnment or support equi pnent, and
consumabl es. This will be based on their |ocation and
mai nt enance contracts necessary to support and nmaintain the JTAV
server suite for their unique |ocation.

(1) Facilities for JTAV equi pnment resources wll be
accommodat ed wi thin existing governnent-controlled space.
Acqui sition of new facilities specifically dedicated for JTAV
equi pmrent will not be required.

(2) Facilities for housing JTAV operational hardware
will be provided by the respective CINC. Classified facility
space will be needed for processing classified JTAV information.
Specific facility requirenents will be docunented by site survey
pl ans in advance of systemfielding so that |long | ead-tine
requi renments, such as additional power and comruni cations can be
progranmmed and installed. Packaging, handling, storage, and
transportation for initial and replacenment hardware itenms w ||
be commercially available for delivery worldw de.

g. Transportation and Basing.

(1) JTAV server suites will be shipped via comercia
means and funded by the JTAV office.

(2) JTAV will coordinate with the specific CI NC any
t heat er uni que shipping requirenents.
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(3) The JTAV Ofice will coordinate with the specific
CINC to schedul e classroons to conduct JTAV user training as
necessary.

h. Geospatial Information and Services. JTAV receives only
uncl assified requisition status provided by the Defense
Aut omat ed Addressi ng System (DAAS) M LSTRI P Transactions that
flows to JTAV users from National |nmagery and Mappi ng Agency
(NI MA) for GCeospatial products, i.e., maps, charts, etc. JTAV
is not designed to use geographic imgery or other simlar
geospatial information or services.

i. Natural Environnental Support. JTAV has no uni que
geophysi cal (neteorol ogy, oceanography, geodesy, and sei snol ogy)
support requirenments. Where there are differences in
environmental requirenents in this ORD and in the GCSS CRD, the
requi renments of the GCSS CRD shall take precedence. As JTAV
matures, it is expected to neet all GCSS environnmental and
operational requirenents.

6. Force Structure.

a. JTAV will require a support staff at each JTAV server
suite location. Contractor personnel with the proper security
cl earances will conduct the JTAV server suite support effort.
JTAV will fund the in-theater JTAV support personnel and data
processi ng equi pnent. The JTAV support teamin each command
that has a JTAV server suite will be conprised of the follow ng

personnel : a functional analyst, a database adm nistrator, a
systenms adm ni strator and a customer support representative.

(1) Functional Analyst. The functional analyst is the
team |l ead for the JTAV support staff at the command. The JTAV
functional anal yst comruni cates with the command and coordi nat es
issues related to JTAV requirenments. The functional anal yst
will provide | eadership to the JTAV team while providing
functional expertise in |ogistics managenent, change managenent,
and performance evaluation. The JTAV functional analyst wll
train JTAV users.

(2) Database Adm ni strator. The Dat abase Adm ni strator

(DBA) will manage the conpl ete operation of the database. This
includes installation of the database software (e.g., Oracle
software), inplenmenting the database design (i.e., creating the

dat abase), and managi ng t he dat abase operations. Database
operations include nonitoring of data feed | oads, sizes of
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dat abase objects (e.g., tables and indexes), availability of
sufficient free space in the tabl espaces, addi ng database files
to increase the size of tabl espaces when required, ensuring the
validity of stored procedures and views, and validating the
integrity of the data. The DBA will also configure the database
for optimum efficiency and performance.

(3) System Adm nistrator. The System Adm ni strator (SA)

wi Il be responsible for UNI X system adm ni stration of the JTAV
servers. This includes backups, upgrades, and maintaining and
enhanci ng conputer systens operations. The SA will create

software to automate system processes, install and integrate
peri pheral devices, such as nodens, printers, routers, hubs and
st orage devices, and perform anal ysis regardi ng system
enhancenent and upgrade system performance. The SA will also
t roubl eshoot system probl ens, account nanagenent, system set up,
configuration, adm nister system security issues, and perform
system di saster recovery planni ng/adm nistration. The SA w ||
al so assist in the installation and integration of system

sof tware, such as operating systens and data base nmanagenent
systens.

(4) Custoner Support Representative. The customer
support representative will operate the conmand JTAV t heater
hel p desk. The custonmer support representative will assist the
functional analyst in training JTAV users. The custoner support
representative will resolve JTAV issues relating to probl ens
identified by JTAV users through the engi neering change request
process.

b. The CINC s will determ ne any comruni cati ons or user
wor kst ati on i nprovenents necessary for making JTAV operational
in their theater.

7. Schedul e

a. The JTAV capability will be devel oped increnentally and
therefore, like GCSS, did not have a traditional or Ful
Operational Capable (FOC) date. JTAV achieved I OC when it
depl oyed the initial operational capability to USEUCOM in
February 1996. FOC will be achi eved when JTAV has i npl enent ed
the JTAV OSE that is targeted for the second quarter of FY 2001

b. JTAV will be devel oped AW prioritized requirenents,
policies, guidance, and approved funding |levels. More exact
schedules will be included in project managenent docunentation
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for specific increments of the JTAV program The maj or

m | estones needed to achieve JTAV are |listed below. The actions
required to achieve these m | estones are docunented in the JTAV
Strategic Plan. Devel opnent of JTAV was programred for FY96-00.
Fol | owm ng the devel opnent phase of JTAV, the programw || go
into a sustai nment phase from FY 01-05.

M LESTONE COMPLETED SCHEDULED
DUSD(L) Established JTAV JTF Sep 94
Arnmmy Appoi nted JTAV Exec Agent Apr 95
JTAV O fice Established Jun 95
Draft JTAV I npl enentati on Pl an Jul 95
JTAV-IT Denmo at JW D-95 Sep 95
JTAV-I T Depl oyed to USEUCOM (1 OC) Feb 96
JTAV Whol esal e (Reparabl e) Busi ness

Rul es Devel oped Jul 96
JTAV- 1T Depl oyed to USCENTCOM Nov 96
Prot ot ype Navy/Arny Inter-Service

Visibility of Reparable Assets Dec 96

JTAV-1 T Depl oyed to USJFCOM t hen USACOM May 97
Draft Operational/System Architecture Jun 97

Functi onal Requirenments Document Jul 97
JTAV-IT Rel ease 2.4 Dec 97
JTAV-1T Web Version Release 1.0 Dec 97
JTAV-1 T Depl oyed to USPACOM Mar 98
DLA Appoi nted JTAV Executive Agent Jun 98
Initial Deno of “To Be” Architecture Jun 98
Phase 1 Ammo Asset Visibility Aug 98
Medi cal Shared Data Server Operational Sep 98
JTAV-I T Web Version Release 1.0.0.2 Sep 98
JTAV-IT Depl oyed to USSOUTHCOM Oct 98
JTAV-1T Depl oyed to USSOCOM Cct 98
Phase 2 Ammp Asset Visibility Jan 99
Ammo Aut omat ed | nventory Prototype Jan 99
Start BETA Test, OSE Release 1.0 Jan 99
Phase Il A Ammp Asset Visibility Jun 99
Start Mgration to OSE Rel ease 1.0 Dec 99
Conpl ete Modified OSE Rel ease 1.0 (FOC) 2Qxr FYO1
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Summary of Approved Program Costs

FY FY FY FY FY FY FY TOTAL

94-99 00 01 02 03 04 05
Pl anni ng
OVDW $3. 4M $0M $O0M $0M $OM $O0M $O0M $3. 4M
Devel opnent - Moder ni zat 1 on
OVA* * $34. 3M $0M $O0M $O0M $O0M $0M $OM| $34. 3M
ovDW $20. 6M| $14. 9M $OM $O0M $O0M $0M $OM| $35.5M
Sust al nnment
OVA $17. 9M $0M $0M $0M $O0M $0M $OM[ $17.9M
OoVDW $OM| $3.6M| $10M $9M $9M| $8. 0M| $7.8M| $47.4M
Tot al $76. 2M| $18.5M| $10M $OM $OM| $8. OM| $7.8M| $138. 5M
Appr oved
Program

Operati on Mai ntenance Defense W de (OVDW

** (QOperation Maintenance Arny (OVA)
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GLOSSARY
| -- Abbreviations and Acronyns

Aut omat ed | nformati on System
Automatic Identification Technol ogy
System Avail ability

Conput er Based Trai ning

Conmmander - i n- Chi ef

Courses of Action

Common Operati ng Environnent

Common Operational Picture

Commercial O f-the-Shel f

Continental United States

Capstone Requi renments Docunent

Conbat Support

Commander s-i n- Chi ef, Services and Agenci es
Conmbat Servi ce Support

Command and Contr ol

Conmmand, Control, Communications, Conputers,
and Intelligence

C4l Support Pl an

C4l Surveillance and Reconnai ssance
Def ense Automatic Addressing System
Def ense Intelligence Agency

Def ense I nformati on Assurance Program
Def ense I nformati on Systens Agency
Defense I T Security Certification and
Accredi tation Process

Def ense Information Infrastructure
Def ense I nformati on Systens Network
Def ense Logi stics Agency

Desi red Operational Capabilities
Depart ment of Defense

Def ense Pl anni ng Gui dance

Def ense Reutilization and Marketing Service
Dat a Shari ng Request

Dat a Sharing Specification

Def ense Total Asset Visibility

Deputy Under Secretary of Defense
Deputy Under Secretary of Defense for
Logi stics

Di rect Vendor Delivery

El ectroni ¢ Conmerce

El ectroni c Data | nterchange

Fam |y of Systens

Ful | Operational Capable
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JTF
JWCA
KM

KPP
MEDLOGTAV
VEF

M.S

MNS

MOA
MOOTW
NBC
NIETN

NI MA
NLAC

NI PRNET
NSN

OA

OVA
OvVDW
ORD

osD

OSE
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General Accounting Ofice

d obal Command and Control System

G obal Combat Support System

G obal Information Gid

A obal Transportation Network

Graphical User Interface

Host Nati on Support

Hi gh Altitude El ectro-Magnetic Pul se

I nformati on Assurance

I nformati on Exchange Requirenents

I nt egrated Data Environnment

I ntegrated Material Manager

Integrated Priority List

I nterrogation Requirenents Information System
Initial Operating Capability

I nformati on Technol ogy

In-Transit Visibility

Joi nt Logistics Advanced Concept Technol ogy
Denpnstration

Joi nt Medi cal Asset Repository

Joi nt Personnel Asset Visibility

Joi nt Requirenments Oversight Council
Joint Technical Architecture

Joint Total Asset Visibility

Joint Total Asset Visibility In-Theater
Joi nt Task Force

Joint Warfighting Capability Assessnent
Key Managenent Infrastructure

Key Performance Paraneter

Medi cal Logistics Total Asset Visibility
Mari ne Expeditionary Force

Mul ti-Level Security

M ssion Need Statenent

Menor andum of Agr eenent

Mlitary Operations Ot her Than War

Nucl ear, Bi ol ogical and Chem cal

Nati onal Item ldentification Nunber

Nati onal | nmagery and Mappi ng Agency
Nati onal Level Ammunition Capability
Non- Secure | nternet Protocol Router Network
Nat i onal Stock Number

Operational Architecture

Operati on Mai ntenance Arny

Oper ati on Mai nt enance Defense W de
Oper ati onal Requirenents Docunent

O fice of the Secretary of Defense
Open Systens Environnment
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Pl CA
PKI
POE
POD
RSO

SA

SABI
SHADE

SI CA

SI PRNET
SV

TA

TAV

TED
USACOM
USCENTCOM
USEUCOM
USJFCOM
USPACOM
USSOUTHCOM
USSOCOM
USTRANSCOM
UJTL

USFK
USAMVA
VRS
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Oper ati onal View

Primary I nventory Control Activity
Public Key Infrastructure

Port of Enbarkation

Port of Debarkation

Recepti on, Staging, Onward Mvenent &
I ntegration

Systens Adm ni strator

Secret and Below Interoperability
Shared Data Environnent

Secondary Inventory Control Activity
Secret Internet Protocol Router Network
System Vi ew

Techni cal Architecture

Total Asset Visibility

Threat Environnent Description

US Atl antic Command (see USJFCOM

US Central Command

US Eur opean Command

US Joint Forces Command (fornerly USACOM
US Pacific Command

US Sout hern Conmand

US Speci al Operations Command

US Transportation Conmand

Uni versal Joint Task Li st

United States Forces Korea

US Arny Medical Material Agency

War Reserve Stocks
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GLOSSARY Part Il --Terns and Definitions*

*Note: This section defines sone of the terns used in the
document. A reference is provided whether a term was derived
froma DoD basis or generic term The majority of ternms used
herein were taken from the Joint Publication 1-02 DoD
Dictionary of MIlitary Terns website, CIJCSI 3170.01A

Requi rements Generation System lInstruction (dated 10 August
1999), the approved GCSS CRD of 5 June 2000; and specific “.gov”
or “.ml|l” websites, i.e., Goldwater-Ni chols DOD Reorgani zation
Act of 1986 at www. defenselink.m |, Joint Technical Architecture
Draft Version 4.0 dated 14 April 2000 at http://ww-
jta.itsi.disa.ml/and Open Systenms Architecture Joint Task Force
(OSJTF) honepage at http://ww. acq.osd. m|/osjtf/index.htm,
Nati onal Tel ecommuni cati ons and Information Adm nistration
website, ww.its. bldrdoc. gov, etc.

Access. A specific type of interaction between a subject (i.e.

a person, process or input device) and an object (i.e., an AlS
resource such as a record, file, program or output device) that
results in the flow of information fromone to the other. Al so,
the ability and opportunity to obtain know edge of classified or
sensitive but unclassified information. (GCSS CRD)

Agency. A governnental department of admi nistration or
regul ati on. (Webster’s Il New Riverside Dictionary 1994
Revi si on)

Architecture. (DOD) A framework or structure that portrays
rel ati onshi ps anong all the el enments of the subject force,
system or activity. (JP 1-02)

Aut omated I nfornmati on Systens (AlS).

(DOD, NATO) “Autonmatic data handling” A generalization of
automati ¢ data processing to include the aspect of data
transfer. (DOD) “Information systens” The entire infrastructure,
organi zation, personnel, and conponents that collect, process,
store, transmt, display, dissem nate, and act on information.
(JP 1-02);

A conbi nati on of conputer hardware and software, data,

t el ecommuni cati ons, that perfornms functions such as collecting,
processing, transmtting, and displaying information. An AlS

can i nclude computer hardware only, conputer software only, or a
conbi nati on of the above. Excluded are conputer resources, both
hardware and software, that are physically part of, dedicated
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to, or essential in real time to the m ssion performance of
weapon systens. (CJCSI 3170.01A and CSSD CRD)

Bandwi dt h. Measurenent in cycles per second (hertz) or in bits
per second (bps) of the quantity of information that is able to
fl ow through a channel.

http://ww. c3i.osd.m|/bpr/bprcd/ 6011/ gl ossary. htm

Capst one Requi renents Docunent (CRD). A docunent that contains
capabilities-based requirenents that facilitates the devel opnent
of individual ORDs by providing a conmmon franmework and

operati onal concept to guide their developnent. It is an
oversi ght tool for overarching requirenments for a system of-
systens or FoS. (CJCSI 3170.01A and CSSD CRD)

Chai rman of the Joint Chiefs of Staff (CIJCS). The senior ranking
menber of the Armed Forces. As such, the Chairman of the

Joint Chiefs of Staff is the principal mlitary adviser to the
Presi dent. He may seek the advice of and consult with the other
JCS nenbers and conbatant commanders. \When he presents his
advi ce, he presents the range of advice and opinions he has
recei ved, along with any individual coments of the other JCS
menbers. He has no direct mlitary command over the conbat ant
conmmanders. The broad functions of the Chairman of the Joint
Chiefs of Staff are set forth in Title 10, United States Code,
and detailed in DOD Directive 5100.1. (Col dwater-Ni chols DOD
Reor gani zati on Act of 1986 and website www. dtic.m|/jcs/)

Chai rman of the Joint Chiefs of Staff Instruction (CJSCI). A

repl acement docunent for all types of correspondence contai ni ng
Chai rman of the Joint Chiefs of Staff (CJCS) policy and gui dance
t hat does not involve the enploynent of forces. An instruction
is of indefinite duration and is applicable to external agencies

or both the Joint Staff and external agencies. It remains in
effect until superseded, rescinded, or otherw se canceled. CJCS
I nstructions, unlike joint publications, will not contain joint

doctrine and/or joint tactics, techniques, and procedures.
(JP 1-02)

Cl i nger- Cohen Act of 1996. This gives the authority to acquire
| T resources to the head of each executive agency and nmakes them
responsi ble for effectively managing their IT investnments. The
primary purposes of the bill were to streamine |IT acquisitions
and enphasize |life cycle managenent of IT as a capital

i nvestnent. The key acquisition actions are to give IT
procurenent authority back to the agencies. It elimnated the
Federal Information Resources Managenent Regul ati on (FlI RVR)
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whi ch governed acqui sition and nmanagenent of FIP (conputer and
tel ecomuni cations) resources. It noved the General Services
Board of Contract Appeals authority to hear bid protests on IT
contracts to the GAO. It encourages increnental acquisition of
| T systens and the acquisition of COTS IT products. It also
all ows the Adm nistrator for Federal Procurenent Policy to
conduct pilot progranms in Federal agencies to test alternative
approaches for acquisition of IT resources. The key IT
managenent actions were to require agency heads to:

- Design and inplenment an | T managenent process for
maxi m zing the val ue and assessi ng and nmanagi ng the risks of the
| T acqui sitions,

- Integrate the I T managenent process with the processes for
maki ng budget, financial, and program managenent deci sions,

- Establish goals for inproving the efficiency and
effectiveness of agency operations and, as appropriate, the
delivery of services to the public through the effective use of
| T,

- Prepare an annual report, to be included in the executive
agency's budget subm ssion to Congress, on the progress in
achi eving the goals,

- Ensure that perfornmance neasurenments are prescribed for IT
by or to be acquired for, the agency and that they neasure how
well the IT supports agency prograns,

- Ensure that the information security policies, procedures,
and practices of the agency are adequate,

- Appoint a Chief Information Oficer (CIO, and

- Inventory all conputer equipnent and maintain an inventory
of any such equi pnment that is excess or surplus property.
(Clinger-Cohen Act of 1996 at website www. oi rm ni h. gov/
policy/itnra. htm)

Conbat Service Support (CSS). The essential capabilities,
functions, activities, and tasks necessary to sustain al

el ements of operating forces in theater at all levels of war to
i nclude other than war. Wthin the national and theater

| ogi stic systens, it includes but is not limted to that support
rendered by service forces in ensuring the aspects of supply,
mai nt enance, transportation, health services, and other services
required by aviation and ground conbat troops to permt those
units to acconplish their mssions in conbat. Conbat service
support enconpasses those activities at all |evels of war that
produce sustainment to all operating forces on the battlefield.
(JP 1-02)
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Conbat Support (CS). Fire support and operational assistance
provided to conbat elenments. (JP 1-02)

Command, Control, Conmuni cations, and Conputers (C4l1) (DoD)

| ntegrated systens of doctrine, procedures, organizational
structures, personnel, equipnment, facilities, and conmmunications
desi gned to support a conmander's exercise of command and
control across the range of mlitary operations. (JP 1-02)

Commanders-in-Chief (CINC). The commander of a Unified or
Speci fi ed Conbatant Command (e.g., USCI NCEUR, USCI NCPAC,
USCI NCTRANS) with a broad continuing m ssion under a single
commander established and so designated by the President,

t hrough the Secretary of Defense and with the advice and
assi stance of the Chairman of the Joint Chiefs of Staff.
Conbat ant conmands typically have geographic or functional
responsibilities. Also conbatant command; specified command,
uni fied command. (JP 1-02 and ww.dtic.m|/jcs)

Common Operating Environnent (COE). (DOD) The commpbn operating
environment provides a famliar |ook, touch, sound, and feel to
t he commander, no matter where the commander is depl oyed.

| nformati on presentati on and conmand, control, conmmunications,
conputers, and intelligence systeminterfaces are maintained
consistently fromplatformto platform enabling the commander
to focus attention on the crisis at hand. (JP 1-02)

Common Operational Picture (COP). The integrated presentation
of situational awareness to operational comanders, senior staff
managers, and planners. Also see GCSS COP- CSE foll ow ng.
(Approved GCSS CRD 5 June 2000)

Course of Action (COA). 1. A plan that would acconplish, or is
related to, the acconplishnment of a mssion. 2. The schene
adopted to acconmplish a task or mssion. It is a product of the
Joi nt Operation Planning and Execution System concept

devel opment phase. The supported commander will include a
recomended course of action in the commander’s estimate. The
recommended course of action will include the concept of
operations, evaluation of supportability estimtes of supporting
organi zations, and an integrated tine-phased data base of
conbat, conmbat support, and conbat service support forces and
sustainnent. Refinenent of this data base will be contingent on
the tinme avail able for course of action devel opnent. When
approved, the course of action becones the basis for the

devel opnent of an operation plan or operation order. (JP 1-02)
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concepts, or
communi cati on,

(JP 1-02)

These organi zati ons provide centralized
DoD wi thin specialized areas of expertise and
Def ense Agencies are listed at

wwv. def ensel i nk. m |/ sites/sel ected. ht nl #agenci es.

Abbrevi ati on | Organi zati on (as of Septenmber 2000)

BVDO Ballistic Mssile Defense Organi zati on

DARPA Def ense Advanced Research Projects
Agency

DeCA Def ense Conm ssary Agency

DCAA Def ense Contract Audit Agency

DCVA Def ense Contract Managenent Agency

DFAS Def ense Fi nance and Accounting Service

DI SA Def ense | nformati on Systens Agency

DI A Def ense Intelligence Agency

DLSA Def ense Legal Services Agency

DLA Def ense Logi stics Agency

DSCA Def ense Security Cooperation Agency

DSS Def ense Security Service

DTRA Def ense Threat Reducti on Agency

NI VA Nati onal | magery and Mappi ng Agency

NSA Nati onal Security Agency

Def ense Information Infrastructure (DII).

The shared or

i nterconnected systens of conputers, conmunications, data
applications, security, people, training, and other support
structures serving DoD | ocal, national, and worl dw de

i nformati on needs. The DIl connects DoD m ssion support,
conmand and control, and intelligence conputers through voice,
t el ecomruni cati ons, inmagery, video, and multimedia services.

provi des information processing and services to subscribers over
the DI SN and i ncludes commmand and control,
and commer ci al

intelligence,
transmt

DoD i nf or nati on.
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Def ense I nfornmation Systens Agency (DI SA). DI SA is the conbat
support agency for the DOD responsible for planning, devel oping
and provi ding command, control, comunications, conputers and
intelligence (C41) systens to the warfighter under al

condi tions of peace and war. (DI SA Website at

wwv. di sa.m|/csnmcsmhtm .)

Defense I nformati on Systens Network (DI SN). (DOD) I ntegrated
network, centrally managed and configured to provide | ong-hau
information transfer services for all DoD activities. It is an
information transfer utility designed to provide dedi cated

poi nt-to-point, swtched voice and data, imagery, and video

t el econferencing services. (JP 1-02)

Depart nent of Defense (DoD). The m ssion of the DoDis to
provide the mlitary forces needed to deter war and to protect
the security of the United States of Anerica. (Website

ww. def ensel ink. m 1) ;

The Office of the Secretary of Defense (OSD), Mlitary
Departnments and Mlitary Services within those departnents,
Joint Chiefs of Staff (JCS), Unified and Specified Conbat ant
Commands, Defense Agencies and DoD Field Activities, and other
organi zations established or designated by the President,
Secretary of Defense, or |law. (Approved GCSS CRD 5 June 2000)

DoD Conponent. (DOD) 1. One of the subordinate organizations
that constitute a joint force. Normally a joint force is
organi zed with a conbination of Service and functional
conponents. 2. In logistics, a part or conbination of parts
having a specific function, which can be installed or replaced
only as an entity. See also functional conponent command;
Servi ce conponent command. (JP 1-02);

OSD, the Mlitary Departnents, the Chairman of the Joint Chiefs
of Staff (Joint Staff), the unified and specified commands

(i ncluding US El enent, NORAD), Defense agencies, and DoD field
activities. (CJCSI 3170.01A)

Ext ernal Environnent Interface (EEI). The interface that
supports information transfer between the application platform
and the external environnment. (NI ST Special Report, APP)
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Fam | y- of - Systens (FoS). A set or arrangenent of independent
systens that can be arranged or interconnected in various ways
to provide different capabilities. The m x of systenms can be
tailored to provide desired capabilities dependent on the
situation. (CJCSI 3170.01A and CJCSI 6212.01B)

Focused Logistics. The fusion of logistics information and
transportation technologies for rapid crisis response;

depl oynent and sustainnment; the ability to track and shift
units, equipnent, and supplies even while en route and delivery
of tailored packages and sustainment directly to the warfighter.
One of the four operational concepts (Donm nant Maneuver,
Preci si on Engagenent, Full Di nensional Protection, and FL) in
achi eving a higher degree of conbat effectiveness or Ful
Spect rum Dom nance through Joint Vision 2010/2020. (Joint Vision
2020 website ww.dtic.m|/jcs/j4/projects/foclog/foclog.htm)

G obal Command and Control System ( GCCS) . Hi ghly nobile,

depl oyabl e conmand and control system supporting forces for
joint and rnul ti nati onal operations across the range of mlitary
operations, any tinme and anywhere in the world with conpati bl e,
i nteroperabl e, and integrated conmand, control, conmmunicati ons,
conputers and intelligence systens. (JP 1-02)

d obal Conbat Support System (GCSS). The essentia
capabilities, functions, activities, and tasks necessary to
support and sustain all elenments of mlitary forces engaged in
mlitary operations. Wthin the national and theater | ogistics
systens, it includes that support rendered by service forces in
ensuring the aspects of supply, maintenance, transportation,
heal th services, and other services required by aerospace,
naval , and ground conbat troops to permt those units to
accomplish their m ssions. (Approved GCSS CRD 5 June 2000)

GCSS Conmpn Operational Picture-Conmbat Support Enhanced ( COP-
CSE). The COP-CSE resides on the GCCS COP and is a Unix-based
client application to the CSDE. It provides the capability for
the user to query logistical information on tracks |ocated on
the GCCS COP and adds the capability to display and query sites
and operation on the GCCS COP. The COP-CSE provides a nmap based
situational awareness picture of the battl espace, which all ows
the visualization of information across conbat support
functions, and between conbat support and command and control
(GCCS) functions to support the Joint Warfighter. (CJCS J-4 and
t he approved GCSS CRD 5 June 2000)
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GCSS Conmbat Support Data Environnent (CSDE). The GCSS CSDE i s
the core of the GCSS (CINC/JTF) System A key conponent is
maki ng the GCSS a workable and useful tool for conbat support

pl anners. The CSDE is a “semantic gateway” which translates
between the user’s requests for information and the
authoritative data sources that contain the information. By
translating data between systenms with different schemas, the
CSDE pronptes data interoperability. This conponent is

essentially a “server” to the GCSS COP-CSE and the GCSS Port al
It resides on top of the GCCS infrastructure as well as the DI
COE. (http://www. disa.m|/gcss/projects. htm)

d obal Transportation Network (GTN). The desi gnated DOD i n-
transit visibility system providing custoners with the ability
to track the identity, status, and location of DOD units and
non-unit cargo, passengers, patients, forces, and mlitary and
commercial airlift, sealift and surface assets fromorigin to
destination across the range of mlitary operations. The GIN
collects, integrates, and distributes transportation information
to conbat ant commanders, Services, and other DOD custoners. GIN
provi des the US Transportation Conmand with the ability to
perform command and control operations, planning and anal ysis,
and busi ness operations in tailoring custonmer requirenents

t hroughout the requirenents process. (JP 1-02)

| nformati on Exchange Requirenents (I ER). The requirenent for
information to be passed between and anong forces,

organi zati ons, or admnistrative structures concerning ongoi ng
activities. ER s identify who exchanges what information with
whom as well as why the information is necessary and how t hat
information will be used. The quality (i.e. frequency,
timeliness, security) and quantity (i.e., volune, speed, and
type of information such as data, voice, and video) are
attributes of the information exchange included in the I ER
(CJCSI 3170.01A and CJCSI 6212.01B)

| nformati on Technology (1 T). Any equipnment or interconnected
system or subsystem of equi pnent, that is used in the automatic
acqui sition, storage, manipul ati on, managenent, novenment,
control, display, swtching, interchange, transm ssion, or
reception of data or information by a DoD Conponent. The term
“information technol ogy” includes conputers, ancillary

equi pnment, software, firmmvare, and simlar procedures, services
9i ncl udi ng support services), and related resources. (CJCSI
6212. 01B and the approved GCSS CRD 5 June 2000)
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Institute of Electrical and El ectroni cs Engi neers (| EEE).
Founded in 1884, the IEEE is an organization conposed of

engi neers, scientists, and students. The | EEE is best known for
devel opi ng standards for the conputer and el ectronics industry.
I n particular, the | EEE 802 standards for |ocal -area networks
are widely foll owed.

http://webopedi a.internet.com TERM | /| EEE. ht m

| ntegrated Data Environnment (I1DE). Conmon services that support
the i npl enentati on and mai ntenance of data resources that are
used by two or nore conbat support applications. Services
provi ded include: identification of common data, physical data
nmodel i ng, data base segnentation, devel opnent of data access and
mai nt enance routines, and data base reengi neering to use the
conmmon data environnent. See al so Shared Data Environnment.
(GCSS CRD, approved 5 June 2000)

| nteroperability. 1). The ability of systens, units, or forces
to provide services to and accept services from ot her systens,
units, or forces and to use the services so exchanged to enable
themto operate effectively together. 2). The condition

achi eved anong communi cati ons-el ectronics systens or itens of
conmuni cati ons-el ectroni ¢ equi pnent when information or services
can be exchanged directly and satisfactorily between them and/ or
their users. The degree of interoperability should be defined
when referring to specific cases. 3). The training between
conponents to support each other and conducted w thout joint
command and control. (JP 1-02);

The ability of two or nore systens or components to exchange
data and use information. (|IEEE STD 610. 12);

The ability of two or nore systens to exchange information and
to nmutually use the information that has been exchanged. (Arny
Sci ence Board)

| nteroperability and Portability. There are two inportant
aspects to open systens: interoperability and portability.

| nteroperability refers to the capability for applications
runni ng on different conputers to exchange information and
operates cooperatively using this information. Portability
refers to the capability for software to run on different types
of hardware. Portability can further be broken down into binary
portability and source code portability. Binary portability
makes it possible to nmove an executable copy of a program from
one machi ne to another. Source code portability requires a
programto be reconpiled when noving fromone machine to
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anot her. The devel opment of portable application software
conponents depends on portability standards. Interoperability
standards are necessary but not sufficient for a conplete open
systens environment. Software systens that are built on
standards for portability and interoperability are called open
systens.

http://csrc.nist.gov/nistpubs/800-7/node8. ht

| n-Transit Visibility (ITV). The ability to track the
identity, status, and | ocation of DoD units, and non-unit cargo
(excl udi ng bul k petroleum oils, and lubricants) and passengers;
medi cal patients; and personal property fromorigin to consignee
or destination across the range of mlitary operations. See al so
gl obal transportation network. (JP 1-02)

Joint Chiefs of Staff (JCS). The CICS, Vice CICS, Chief of
Staff (Arny), Commandant of the Marine Corps, Chief of Naval
Operations, and Chief of Staff (Air Force); when the U S. Coast
Guard is assigned to operate as “a Service in the Navy,” JCS

i ncludes the Commandant of the Coast CGuard. (Website

www. dtic.ml/jcs/)

Joi nt Deci sion Support Tools (JDST). Decision aids that
aggregate, categorize, and depict data elenments in an easy to
use format. JDST provide decision-mkers at all levels with
accurate, real-time data to coll aboratively plan, prioritize,
and redirect conmbat support operations. These tools inprove
Course of Action (COA) analysis, execution nmonitoring, and
dynam c operational plan alterations, when execution deviates
from original planning assunmptions. (GCSS CRD, approved 5 June
2000)

Joi nt Logi stics Advanced Concept Technol ogy Denpbnstration (JL
ACTD). The primary goal of an ACTID is to assess the mlitary
utility of a significant new capability and to conduct the
assessnment as a scale size adequate to clearly establish
operational utility and systemintegrity. (GCSS CRD, approved 5
June 2000)

Joi nt Personnel Asset Visibility (JPAV). The capability to
provide users with timely and accurate information on the

| ocati on, novenent, status, skills and identity of personnel.
(GCSS CRD, approved 5 June 2000)

Joint Task Force (JTF). (DOD) A joint force that is constituted
and so designated by the Secretary of Defense, a conbatant
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conmmander, a sub-unified commander, or an existing joint task
force commander. (JP 1-02)

Joi nt Technical Architecture (JTA). The DoD JTA objective is to
i nprove and facilitate the ability of DoD systens to support
joint and conbi ned operations in an overall investnent strategy.
The DoD JTA provides the foundation for interoperability anong
all tactical, strategic, and conmbat support systens. It nandates
interoperability standards and guidelines for system devel opnent
and acquisition that will facilitate joint and coalitions forces
operations. These standards are to be applied in concert with
DoD standards reform  The DoD JTA communi cates to industry
DoD' s intent to consider open-systens products and

i npl ementations. It acknow edges the direction of industry’s
st andar ds- based devel opnent. The DoD JTA is considered a living
docunent and will be updated as a coll aborative effort anong DoD

conmponents (Commands, Services and Agencies) to | everage

t echnol ogy advancenents, standards maturity, OSE, commerci al
product availability. The JTA is critical to achieving the
envi si oned obj ective of a cost-effective, seanl ess integration
envi ronnment. Achieving and maintaining this vision requires
interoperability: within a JTF/ CI NC AOR; across CINC AOR
boundari es; between strategic and tactical systens; within and
across Services and Agencies; frombattlefield to the sustaining
base; anong U.S., Allied and Coalition forces; and, across
current and future systems. The current version of the DoD JTA
can be found at the web-site |isted below. It provides DoD
systens devel opers with the basis for the needed seam ess
interoperability. The JTA defines the service areas,
interfaces, and standards (JTA elenents) applicable to all DoD
systens and its addition is mandated for the managenent,

devel opnent, and acquisition of new or inproved systens

t hroughout. The JTA is structured into service areas based on
t he DoD Techni cal Reference Model (TRM. The DoD TRM ori gi nat ed
fromthe Technical Architecture Framework of Information
Managenment (TAFIM and was devel oped to show which interfaces
and content needed to be identified. The JTA consists of two
mai n parts: the JTAV core, and the JTAV annexes. The JTA core
contains the mninmum set of JTAV elenents applicable to all of
DoD. (CJCSI 3170.01A, JTA web-site http://ww-jta.itsi.disa.ml,
and I nformation Technol ogy Managenment Team (I TMI) Techni cal
Architecture Team Charter Approval of My 26, 1998 web-site
ww. dla.ml/j¥%D6/records/itnt/docs/ 052698. ht m

Joint Total Asset Visibility (JTAV). The capability to provide
users with tinmely and accurate information on the |ocation,
novenent, status, and identity of units, personnel, equipnment,

55



December 8, 2000

and supplies. It includes in-process, in-storage, and in-
transit business processes. (GCSS CRD, approved 5 June 2000)

Joi nt Vision 2020. Docunment which outline DoD Logistics
Strategy for out years. The overarching focus of JV2020 renai ns
a joint force capable of full spectrum dom nance, persuasive in
peace, decisive in war, and preem nent in any formof conflict.
Four operational concepts

-- dom nant maneuver, precision engagenent, focused
| ogi stics, and full dinmensional protection

-- that the mlitary nust apply to achieve full spectrum
dom nance were introduced in JV2010 and continue as the
foundati on of JV2020. The new document focuses on three factors
as central to success in these four operational concepts and the
resulting capability of full-spectrum dom nance:

-- Interoperability: Success across the full range of
mlitary operations requires interoperability anong the joint
force, nmultinational partners, and the interagency.

-- Innovation: Broad-based innovation is the key to
transform ng the capabilities of the joint force.

-- Decision Superiority: Information superiority wll
enabl e joint command and control to be transforned so our
commanders can make better and faster decisions than their
opponents. (DoD Web site www. defenselink.ml)

Key Perfornmance Paraneters (KPPs). Those capabilities or
characteristics considered nost essential for successful m ssion
acconplishnment. Failure to neet an ORD KPP threshold can be
cause for the concept or system selection to be reeval uated or
the programto be reassessed or term nated. Failure to neet a
CRD KPP threshold can be cause for the FoS or system of-systens
concept to be reassessed or the contributions of the individua
systens to be reassessed. KPPs are validated by the JROC. ORD
KPPs are included in the APB. (CJCSI 3170.01A and CJCSI

6212. 01B)

Logistics. The science of planning and carrying out the
novenment and mai ntenance of forces. In its nost conprehensive
sense, those aspects of mlitary operations that deal wth:

-- Design and devel opnent, acquisition, storage, novenent,
di stri bution, maintenance, evacuation, and disposition of
mat eri al ;

-- Movenent, evacuation, and hospitalization of personnel;

-- Acquisition or construction, naintenance, operation, and
di sposition of facilities; and

-- Acquisition or furnishing of services. (JP 1-02)
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M ssion Need. A deficiency in current capabilities or an
opportunity to provide new capabilities (or enhance existing
capabilities) through the use of new technol ogies. They are
expressed in broad operational ternms by the DoD conmponents.
(CQJCSI 3170.01A and CJCSI 6212.01B)

M ssion Need Statenent (MNS). A formatted non-systemspecific
st at enment contai ni ng operational capability needs and witten in
broad operational terms. |t describes required operational
capabilities and constraints to be studied during the Concept
Expl orati on and Definition Phase. (CJCSI 3170.01A and CJCSI
6212. 01B)

Nat i onal Conmmand Aut hority (NCA). The President and the
Secretary of Defense or their duly deputized alternates or
successors. (JP 1-02) Directions for mlitary operations enanate
fromthe President, as conmander-in-chief of the arned forces.
The President is the ultimte authority. The O fice of the
Secretary of Defense carries out the Secretary’s policies by
tasking the mlitary departnments, the Chairman of the Joint
Chiefs of Staff and the unified commands. The mlitary
departnments train and equip their forces. The Chairman plans and
coordi nat es depl oynents and operations. The unified commands
conduct operations.

(wwww. def ensel i nk. m | / pubs/ dod101/ or gani ze. ht m )

Near Real Tinme. (DOD, NATO) Pertaining to the tineliness of data
or information, which has been del ayed by the tine, required for
el ectroni ¢ communi cation and automati c data processing. This
inplies that there are no significant delays. (JP 1-02)

Net wor k Architecture. Underlying structure of a conputer

net wor k, including hardware, functional |ayers, interfaces, and
protocols (rules) used to establish communications and to ensure
the reliable transfer of information. Since a conputer network
is a mxture of hardware and software, network architectures are
desi gned to provide both philosophical and physical standards
for enabling conputers and other devices to handle the

conpl exities of establishing communications |inks and
transferring information without conflict. There are numerous
network architectures in existence, anong themthe
internationally accepted seven-layer open systens
interconnectivity (OSI) nodel of the International Organization
for Standardization (10S) and IBMs System Network Architecture
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(SNA). Both the OSI and SNA architectures organi ze network
functions in |ayers, with each | ayer dedicated to a particular
aspect of communication or transm ssion and with the use of
protocol s that define how functions are carried out. The

obj ective of the network architecture is to create conmuni cati on
standards that will enable conputers of various kinds to
exchange information freely and (to the user) transparently.
http://ww. c3i.osd.m|/bpr/bprcd/ 6011/ gl ossary. htm

Non-cl assified Internet Protocol Router Network (N PRNET). A
subset of the DIl that provides end to end information transfer
and val ue added services for the transport of unclassified data.
It is a router based wi de area network of the DISN. Transmts
Uncl assified but Sensitive data/information. (JP 6-02)

Ofice of the Secretary of Defense (OSD). The Office of the
Secretary of Defense helps the Secretary plan, advise and carry
out the nation’s security policies as directed by both the
Secretary and the President. The Secretary has four key “under
secretaries” to help himin the critical areas of policy,
finance, force readi ness and purchasing. Basically, they nanage
i deas — nmoney -- people -- and things. Policy - The Seni or
Policy Advisor for “ideas” fornulates national security/defense
policy, and integrates and oversees DoD policy and plans to
achi eve national security objectives. Finance - Responsible for
“nmoney,” the Chief Financial Oficer oversees our budgetary and
fiscal operation, program analysis and eval uation, and general
managenent i nprovenent prograns. Force Readi ness - As our

Di rector of Force Readi ness, the “people” person oversees

readi ness; the National Guard and Reserve; health affairs;
training;, and personnel requirenents and managenent, i ncluding
equal opportunity, norale, welfare, and quality of life issues.
Purchasing - As the Purchasing Director, the person in charge of
“t hi ngs” oversees all matters relating to buying, researching,
testing, producing and noving things, advises on the use of new
technol ogy, protects the environment and controls the
Departnent’s use of atom c energy. (www. defenselink.ml/

pubs/ dod101/ osd. htnl)

58



December 8, 2000

Open System A system that inplenments sufficient open
specifications for interfaces, services, and supporting formats
to enabl e properly engi neered conponents to be utilized across a
wi de range of systens with mniml changes, to interoperate with
ot her conponents on local and renote systens, and to interact
with users in a style that facilitates portability. An open
systemis characterized by the foll ow ng:

- Well defined, wi dely used, non-proprietary

i nterfaces/protocols, and

- Use of standards which are devel oped/ adopted by industrially
recogni zed standards bodi es, and

-Definition of all aspects of systeminterfaces to facilitate
new or additional systens capabilities for a w de range of
appl i cati ons, and

- Explicit provision for expansion or upgrading through the

i ncorporation of additional or higher performance elenments wth
m ni mal i1 npact on the system (|EEE POSI X® 1003. 0/ D15 as

nmodi fied by the Tri-Service Open Systens Architecture Wrking
Group) ;

A systemwi th characteristics that conply with specifi ed,
publicly maintained, readily avail able standards and that

t herefore can be connected to other systens that conply with
t hese same standards. http://ww.its. bldrdoc.gov/fs-1037/dir -
025/ 3678. htm

Open Systens Approach. The open systens approach is an

i ntegrated business and technical strategy to (1) choose
commercially supported specifications and standards for selected
systeminterfaces (external, internal, functional, and

physi cal ), products, practices, and tools,and (2) build systens
based on nodul ar hardware and software design. In order to

achi eve an integrated technical and business strategy, an

i nt egrated product team (I PT) process is needed that involves
all interested parties, e.g. engineering, logistics, finance,
contracting, industry, etc. Selection of commerci al
specifications and standards shall be based on:

- those adopted by industry consensus based standards
bodi es or de facto standards (those successful in the market
pl ace);

- market research that evaluates the short and |l ong term
avai lability of products;

- a disciplined systenms engi neering process that exam nes
tradeoffs of performnce;
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- supportability and upgrade potential wi thin defined cost
constraint; and

- allowance for continued access to technol ogi cal
i nnovati on supported by many custoners and a broad industri al
base.

(OSJTF 1998 and Website http://ww. acq. osd. ml/osjtf/index. htm)

Open Systens Architecture (OSA). A system architecture produced
by an open systens approach and enpl oyi ng open systens
specifications and standards to an appropriate level. (0OS-JTF
1998 and http://ww. acq.osd. m|/osjtf/index.htm)

Open System Environnent (OSE). A conprehensive set of
interfaces, services and support formats, plus user aspects for
the interoperability or portability of applications, data or
peopl e, as specified by IT standards and profiles (I EEE). NATO
One of the goals of the OSE is a set of standards and public
specifications designed to provide software portability and
interoperability. |EEE POSI X standards serve as the basis of the
OSE, with rel ated standards such as the Open Systens

| nterconnection (OSI) communi cation supplenenting POSI X to
provi de a conplete, standards-based conputing environnment. Two
types of standard interfaces are specified in the POSI X OSE: the
Application Program Interface (API) and External Environment
Interface (EEI). http://csrc.nist.gov/nistpubs/800-7/node8. htn

Open Systens Interconnection (OSlI). Reference Mddel (OSI--RM:
An abstract description of the digital comrunications between
application processes running in distinct systens. The nodel
enpl oys a hierarchical structure of seven |ayers. Each | ayer
perforns val ue-added service at the request of the adjacent

hi gher layer and, in turn, requests nore basic services fromthe
adj acent | ower | ayer:

Physi cal Layer: Layer 1, the |lowest of seven hierarchical
| ayers. The Physical |ayer perforns services requested by the
Data Link Layer. The major functions and services perfornmed by
t he physical |ayer are: (a) establishment and term nation of a
connection to a conmmuni cations mediunm (b) participation in the
process whereby the conmuni cation resources are effectively
shared anong nultiple users, e.g., contention resolution and
flow control; and, (c) conversion between the representation of
digital data in user equi pment and the correspondi ng signals
transmtted over a conmunications channel .
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Data Link Layer: Layer 2. This layer responds to service
requests fromthe Network Layer and issues service requests to
t he Physical Layer. The Data Link Layer provides the functiona
and procedural nmeans to transfer data between network entities
and to detect and possibly correct errors that may occur in the
Physi cal Layer.

Not e: Exanpl es of data |link protocols are HDLC and ADCCP f or
poi nt -t o- poi nt or packet-sw tched networks and LLC for | ocal
area networKks.

Net wor k Layer: Layer 3. This |ayer responds to service
requests fromthe Transport Layer and issues service requests to
the Data Link Layer. The Network Layer provides the functional
and procedural means of transferring variable | ength data
sequences froma source to a destination via one or nore
networks while maintaining the quality of service requested by
the Transport Layer. The Network Layer perforns network routing,
flow control, segnentation/desegnentation, and error control
functions.

Transport Layer: Layer 4. This |ayer responds to service
requests fromthe Session Layer and issues service requests to
t he Network Layer. The purpose of the Transport Layer is to
provi de transparent transfer of data between end users, thus
relieving the upper layers fromany concern with providing
reliable and cost-effective data transfer.

Session Layer: Layer 5. This |ayer responds to service
requests fromthe Presentation Layer and issues service requests
to the Transport Layer. The Session Layer provides the nmechani sm
for managi ng the di al ogue between end-user application
processes. It provides for either duplex or half-duplex
operation and establishes checkpointing, adjournnment,
term nation, and restart procedures.

Presentation Layer: Layer 6. This |layer responds to service
requests fromthe Application Layer and issues service requests
to the Session Layer. The Presentation Layer relieves the
Appl i cation Layer of concern regarding syntactical differences
in data representation within the end-user systens.

Note: An exanple of a presentation service would be the
conversion of an EBCDI C-coded text file to an ASCl|-coded file.

Application Layer: Layer 7, the highest layer. This |ayer

interfaces directly to and perforns common application services
for the application processes; it also issues requests to the
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Presentation Layer. The common application services provide
semanti ¢ conversion between associ ated application processes.
Not e: Exanpl es of common application services of general
interest include the virtual file, virtual term nal, and job
transfer and mani pul ati on protocols.

http://www. its. bl drdoc. gov/fs-1037/dir-025/ 3680. htm

Open System I nterconnectivity (OSI) Protocol. Hosts, Networks
and Router Standards are specified within the Open Systens

I nt erconnection (OSI) reference nodel, the standards in these
sections map to the internet-work |ayer and above. These

st andards support |ogical end-to-end interface connections.
Hosts and routers connect to networks using the corresponding
network interface protocols. The network protocols correspond to
the physical, data link, and Intranet |ayers that are defined by
the OSI reference nodel. (JTA Version 6.0, 8 May 2000 at Website
http://ww-jta.itsi.disa.ml/)

Open System Standard. An open system standard is an interface
specification - a specification that describes services provided
by a software product - to which any vendor can build products.
There are two inportant points. First, the specification is
avai |l abl e to any vendor and evol ves through a consensus process
that is open to the entire industry. Second, the specification
defines only an interface, so different vendors can provide the
standard interface on their proprietary operating systens.

Open system standards will make it possible to devel op standard
sof tware conponents that can be inplenented on a wi de variety of
har dwar e, maki ng software conponents industry economcally
practical. But, open system standards do not solve all problens
associated with building interchangeabl e software conponents.
Sof t ware designers need to understand the capabilities and
[imtations of software standards, and how to deal with these
limtations. This article describes inportant open system

st andards and expl ai ns how they can be used to build portable,
i nteroperabl e application software conponents.
http://csrc.nist.gov/nistpubs/800-7/node8. ht m

Operational Architecture (OA). A description (often graphical)
of the tasks and activities, operational elenents, and
information flows required to acconplish or support warfighting
functions. (CJCSI 3170.01A);
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An QOperational Architecture is a description (often graphical)
of the operational elenments, assigned tasks, and informtion
flows required to support the warfighter. It defines the type of
information, the frequency of the exchange, and what tasks are
supported by these informati on exchanges. (JTA, Draft Version
4.0 of 14 April 2000 at Website http://ww-jta.itsi.disa.ml/)

Operational Requirenents. (DOD, NATO Refers to mlitary

requi renment and objective force level. An established need
justifying the tinely allocation of resources to achieve a
capability to acconplish approved mlitary objectives, m ssions,
or tasks. (JP 1-02);

An established need justifying the tinely allocations of
resources to achieve a capability to acconplish approved
mlitary objectives, m ssions, or tasks. (GCSS CRD, approved 5
June 2000) Al so see Requirenent bel ow.

Operati onal Requirenents Docunent (ORD). A formatted statenent
cont ai ni ng performance and rel ated operati onal paraneters for

t he proposed concept or system Prepared by the user or user's
representative at each m | estone beginning with M| estone I
(CJCSI 6212.01B and GCSS CRD, approved 5 June 2000)

Portability. The ease with which a system conponent, data, or
user can be transferred from one hardware or software
envi ronnent to another. (JTA Draft Version 4.0, 14 April 2000)

Port of Debarkation (POD). The geographic point at which cargo
or personnel are discharged. My be a seaport or aerial port of
debarkation. For unit requirenents it may or nmy not coincide
with the destination. (JP 1-02)

Port of Enbarkation (POE). The geographic point in a routing
scheme from which cargo or personnel depart. My be a seaport
or aerial port from which personnel and equi pment flow to port
of debarkation. For unit and non-unit requirenents, it may or
may not coincide with the origin. (JP 1-02)

Real tinme. (DOD, NATO) Pertaining to the tinmeliness of data or
informati on that has been delayed only by the time required for
el ectroni c conmuni cation. This inplies that there are no

noti ceabl e del ays. (JP 1-02)

Recepti on, Staging, Onward Movenent, and Integration (RSO).
The process of receiving, preparing, and transportation of
i ndi viduals, units, and supplies froma POE/POD to their
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operating unit or location. This termis now, nore properly,
Joint RSO (JRSO ). (GCSS CRD, approved 5 June 2000)

Requi rement. The need of an operational user, initially
expressed in broad operational capability terns in the formt of
a MNS. It progressively evolves to systemspecific performance
requirenents in the ORD. (CJCSI 3170.01A and CJCSI 6212.01B)

Al so see QOperational Requirenent above.

Secret Internet Protocol Router Network (SIPRNET). The SIPRNET
is a subset of the DIl and provides end to end information
transfer and val ue added services, for the transport of data up
to the SECRET |level. The SIPRNET architecture supports nationa
defense C41 worldw de information transfer requirenments. It is
a router based wi de area network of the DISN. (JP 6-02)

Mlitary Service. Headed by a uni formed nenber who reports to
the Civilian Secretary appointed by the President, to head that
Mlitary Departnment of which that Service is a part. (CJCSI
3170.01A) For purposes of this docunent, a MIlitary Service
consists of the active forces of the US Arnmy, US Navy, US Marine
Corps and US Air Force, as well as their Reserves and Nati onal
Guard. It also includes the US Coast Guard.

Shared Data Environnent (SHADE). Conmon services that support
the i nplenentati on and mai ntenance of data resources that are
used by two or nore conbat support applications. Services
provi ded include: identification of common data, physical data
nodel i ng, data base segnentation, devel opnent of data access and
mai nt enance routines, and data base reengi neering to use the
conmon data environnent. See also Integrated Data Environnment.
(GCSS CRD, approved 5 June 2000)

System Architecture. (System Architecture View) A description,
i ncludi ng graphics, of systens and interconnections providing
for or supporting warfighting functions. (CJCSI 3170.01A);

A description, including graphics, of systens and

i nterconnections providing for or supporting warfighting
functions. It shows how nmultiple systens |link and interoperate,
and may describe the internal construction and operations of
particul ar systenms within the architecture. This includes the
physi cal connection, |ocations, and identification of key nodes,
circuits, networks, warfighting platforms and specifies system
and conponent performance paraneters. (GCSS CRD, 5 June 2000)
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System Capabilities. Measures of performance such as range,
lethality, maneuverability, and survivability. (GCSS CRD
approved 5 June 2000)

System Characteristics. Design features such as wei ght, fuel
capacity, and size. Characteristics are usually traceable to
capabilities (e.g., hardening characteristics are derived froma
survival capability) and are frequently dictated by operationa
constraints (e.g., carrier conpatibility) and/or the intended
operational environnment (e.g., NBC). (GCSS CRD, 5 June 2000)

System of - Systens. A set or arrangenent of systens that are
related or connected to provide a given capability. The |oss of
any part of the systemw || degrade the performance or
capabilities of the whole. (CICSI 3170.01A)

Techni cal Architecture. The m niml set of rules governing the
arrangenent, interaction, and interdependence of systemparts or
el ements, whose purpose is to ensure that a conformant system

satisfies a specified set of requirenents. (CIJCSI 3170.01A);

It al so provides the technical systens-inplenentation guidelines
upon whi ch engi neering specifications are based, common buil di ng
bl ocks are established, and product |ines are devel oped. This
includes a collection of technical standards, conventions, rules
and criteria organized into profiles that govern system
services, interfaces, and relationships for particular systens
architecture views and that relate to particul ar operationa
views. (GCSS CRD, approved 5 June 2000)

Threshol d. A m ninmum acceptabl e operational val ue bel ow which
the utility of the system becones questionable. (CICSI 3170.01A)

Uni fied and Specified Conmbatant Commands. Qperational Control of
the U.S. conmbat forces is assigned to the nation's Unified
Conbat Commands. The chain of command runs fromthe President to
the Secretary of Defense to the Unified Commanders in Chief.
Orders and ot her communi cations fromthe President or Secretary
are transmtted through the Chairman of the Joint Chiefs of
Staff. A Unified Conbatant Conmand is conposed of forces from
two or nore services, has a broad and continuing mssion and is
normal |y organi zed on a geographical basis. The nunber of
uni fi ed conbatant commands is not fixed by |aw or regul ation and
may vary fromtime to tinme. Also see CINC above. (JP 1-02)

[ Abbr evi ati on [ Uni fi ed Conmand (as of Sep 00) |
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USCENTCOM US Central Conmand

USEUCOM US Eur opean Command

USJFCOM US Joi nt Forces Command
USPACOM US Paci fic Conmand
USSOUTHCOM US Sout hern Command

USSOCOM US Speci al Operations Command
USSPACECOM US Space Conmmand

USSTRATCOM US Strategi c Conmand
USTRANSCOM US Transportati on Conmand

Uni versal Joint Task List (UJTL). The coordi nated set of
doctrinal tasks at the Strategic National (SN), Strategic
Theater (ST), Operational (OP), and Tactical levels of mlitary
operations that contribute to the achi evenent of m ssions.
(GCSS CRD, approved 5 June 2000)

User. An operational command or agency that receives or wl
receive benefit fromthe acquired system CINC s and their
Servi ce conmponent commnds are the users. There may be nore

t han one user for a system The Service conponent commands are
seen as users for systens required to organi ze, equip, and train
forces for the CINC s. The Chiefs of the Services and heads of
ot her DoD conponents are validation and approval authorities and
are not viewed as users. (GCSS CRD, approved 5 June 2000)

Val i dation. The review of docunentation by an operati onal
authority other than the user to confirmthe need or operational
requirement. As a mninmum the operational validation authority
reviews the MNS, confirms that a nonmateriel solution is not
feasi bl e, assesses the joint Service potential, and forwards a
recomrendation to the M| estone Decision Authority for M| estone
0 action. Validation is a necessary, but not sufficient, step
for approval. This step appears identical to approval in the
case of a MNS, but the JROC may del egate final ORD approva
authority while retaining validation authority. (CJCSI 3170.01A)

Web- Based. Devel oped to operate over a Transm ssion Control
Protocol /I nternet Protocol network (such as the Internet,

NI PRNET, or SIPRNET) using the Wrld Wde Wb (WAWY fam |y of
protocol s, including HyperText Transfer Protocol (HTTP). For
exanpl e, a web-based application generally enploys a web browser
as the primary user interface for clients. Those clients then
interact with application servers (web servers) using Hyper Text
Mar k- up Language (HTM.), Java, Active-X, XM and related
technol ogi es. Web- based applications have the advant age of
sinplified |life-cycle maintenance because the devel oper
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general ly does not need to distribute software updates to every
client. Instead, updates are concentrated at the servers. Wb
technol ogy al so dom nates in the commercial sector. So web-
based devel opers can nore easily take advantage of comrerci al
products. However, web-based technol ogi es may assune
comruni cati ons bandwi dth that is not available in sone
environments (e.g., a conbat net radio network). (GCSS CRD,
approved 5 June 2000)
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Key KPP Descri ption Threshol d Obj ecti ve
Per f or mance
Par anet er
Interoperability | The JTAV I nteroperability: JTAV wil|l be able to

i nteroperability KPP
is derived fromthe
top level IER matrix
at table B which
identifies the
standards specified in
the threshold and

obj ective val ues.

| ERs for each source
data system are
identified in Table C

JTAV will be able
to accept or
exchange conmon
data elenents with
100% of data
sources identified
as critical in the
top-level |ER
matrix in Table B

accept or exchange
commpn data el ements
with 100% of data
sources identified
in top-level IER
matrix in Table B

Conpl i ant Devel op JTAV in DIl COE DIl COE
accordance with the certification at certification at
JTA and be conpli ant Level 6 within the Level 8 within the
with the DIl COE W ndows NT W ndows NT
envi ronnent . envi ronnent .
Security Achi eve information Each JTAV server Same as Threshol d

surety and security
via nultiple tiered
protection, data
guard, encryption,
fully enpl oyed PKI
protocol s, and

i ntrusi on detection.

suite will go

t hrough t he
certification and
accreditation
process using the
DI TSCAP and SAB
requi renents.
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TABLE B

Consolidated | ER Matri x
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| ER Matri x
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APPENDI CES
Appendi x A

Ref er ences

Directive Docunent Title Dat e

a CINC 129 Category One Requirenents 29 Nov 99

b [CISM 3500. 04B Uni versal Joint Task List 1 Cct 99

c GCSS Capst one Requirenments Docunent 5 Jun 00

d Def ense Total Asset Visibility Inplenentation| 23 May 96
Pl an of November 1995

e |DoD 5000. 2-R Mandat ory Procedures for MDAPS and MAI S 11 May 99
Acqui sition Prograns

f |CICSI 3170.01A Requi rements Generation System 10 Aug 99

g |CJCSI 6212.01B Interoperability and Supportability of 8 May 00
Nati onal Security Systens and | nfornmation
Technol ogy Systens

h JTAV System Architecture Pl an Aug 97

i JTAV Operational Architecture Plan Dec 97

j JTAV Functional Requirenments Docunent Jul 97

k GCSS Strategic Plan 2000- 2003 (Draft) 15 Jul 00

I GCSS M ssi on Needs Statenent 10 Sep 97

m [DoD 4140-R DoD Materiel Managenent Regul ation 1 May 98

n CINC and JTF Personnel Asset Visibility 11 Jun 96
Functional Requirenments Document

o] DoD Joint Technical Architecture(JTA) 31 Mar 00
Version 3.1

p Joint Vision 2020 June 2000

g |DoD 5200. 28 Security Requirenents for Automated 21 Mar 88
I nformati on Systens (AlS).

r [DoDI 5200. 40 DoD I nformati on Technol ogy Security 30 Dec 97
Certification and Accreditation Process
( DI TSCAP)

s [Joint Pub. 1-0 Doctrine for Personnel Support to Joint 19 Nov 98
Oper ati ons

t |DoD Menp No. DoD d obal Information Grid |Information 16 Jun 00

6- 8510 Assur ance Gui dance Policy Menorandum
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Appendi x B

D stribution List

of Staff for Logistics, US Arny

of Naval Operations for Logistics, US Navy

of Staff for Installations and Logi stics,
US Air Force

of Staff for Installations and Logi stics
US Mari ne Corps

of Logistics, US Coast Cuard

for
for
f or

Logi stics, US Joint Forces Command

Logistics & Security Assistance, US Central Comrand

Logi stics & Security Assistance,
US Eur opean Command

Logi stics, Engineering & Security Assistance,
US Pacific Command
Operations & Logistics, US Strategic Conmand

f or
for
for

Operations & Logistics,

Logi stics, US Space Command

Logi stics, US Southern Comrand

Logi stics, US Special Operations Conmand
US Transportati on Command

Command, Control, Comrunications and Conput er
Syst ens USTRANSCOM TCJ6)

US EL NORAD
Def ense Logi stics Agency

for
for
for
for
for
for

f or

Manpower and Personnel (J-1), Joint Staff
Intelligence (J-2), Joint Staff

Operations (J-3), Joint Staff

Logistics (J-4), Joint Staff

Strategic Plans (J-5), Joint Staff

Command, Control Conmmuni cati ons, and Conputer
Systenms (J-6), Joint Staff

Force Structure, Resources, and Assessnent (J-8),

Joint Staff
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Appendi x C
Li st of Supporting Anal yses and Correspondence

1. Menorandum of April 30, 1992 from Assi stant Secretary of
Def ense (Production and Logistics) approval of Total Asset
Visibility Plan

2. Departnent of Defense Logistics Strategic Plan, 1994
Edition, inplenmenting for Total Asset Visibility and
identification of the Services and Agencies to participate.

3. Menorandum of 8 March 1995 from t he Honorabl e Janes R Kl ugh,
Deputy Under Secretary of Defense for Logistics, establishing
the DoD In-Transit Visibility Integration Plan to be consi st
with the Total Asset Visibility Plan

4. Menorandum of 21 April 1995 from the Honorable Janmes R

Kl ugh, Deputy Under Secretary of Defense for Logistics

(Acqui sition and Technol ogy), directing the establishnment of the
DoD Joint Integrated Process Team for Total Asset Visibility

5. Menorandunm(s)of May 30 1995, from General John H. Tilelli
Jr, USA, Vice Chief of Staff, Departnent of the Arny to: Vice
Chai rman, Joint Chiefs of Staff, Vice Chief of Naval Operations,
Assi stant Commandant of the Marine Corps, Commander USTRANSCOM
and Directors DI SA, establishing the Joint Defense Total Asset
Visibility Ofice

6. Menorandum J4A 01465-95 of 6 October 1995 from Vice Admral
J. B. LaPlante, USN, Director of Logistics, the Joint Staff to
Deputy Chief of Logistics, US Arny regarding Status of Defense
Total Asset Visibility Initiatives

7. Joint Defense Total Asset Visibility (DTAV) Ofice Charter,
Cct ober 1995, approved by the Honorable John Phillips, Deputy
Under Secretary of Defense (Logistics), and Lieutenant General
Johnnie E. WIlson, USA, Deputy Chief of Staff for Logistics,
Department of the Arny

8. Defense Total Asset Visibility (DTAV) Inplenmentation Plan of

Novenber 1995 approved by the Honorabl e Paul Kam nski, Under
Secretary OF Defense (Acquisition and Technol ogy)
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9. Defense In-Transit Visibility (DTIV) Integration Plan of
February 1995 approved by the Honorable James R Klugh, Deputy
Under Secretary for Defense (Logistics) that directed DTIV
capability to be consistent with DTAV

10. Menorandum of 9 February 1996 from Princi pal Assistant
Deputy Under Secretary of Defense (Logistics), the Honorable Roy
R. WIllis, providing justification and authorization for

depl oynent of JTAV System to USEUCOM i n support of effort in
Bosni a.

11. Menorandum J-4A 00357-96 of 26 March 1996 from Vice Admra
J. B. LaPlante, USN, Director of Logistics of the Joint Staff to
Executive Agent, Defense Total Asset Visibility (DA, DCSLOG)
identified DTAV as one of the Joint Warfighting Capability
Assessnment (JWCA) initiatives being nonitored by the Joint
Requi rements Oversight Council (JROC). The JROC Chairman’s
Program Recomendati ons nmeno, interalia, pronulgated to nove
forward with JTAV.

12. Menorandum J-4A 00358-96 of 26 March 1996 from Vice Admral
J. B. LaPlante, USN, Director of Logistics, the Joint Staff to
all Service logistics heads. This menp articul ated the Chairnman
of the Joint Chiefs of Staff’s desire to use DTAV in support of
the CINC/JTF Commanders control of incom ng, outgoing and on
hand supplies, equi pment and personnel.

13. Menorandum J-4A 00367-96 of 27 March 1996 from Vice Admra

J. B. LaPlante, USN, Director of Logistics, the Joint Staff to
DUSD (L). Meno recomrended DTAV technical direction from DARPA
and assigns functional programdirection to the Executive Agent.

14. Menorandum of 27 January 1997 from Deputy Assi stant
Secretary of Defense (C3l Acquisition), the Honorable Anthony M
Val | etta, redesignation JTAV froman ACAT | AM Programto a
Special Interest Major Information Technology Initiative to the
Departnent of Defense Chief Information O ficer

15. Functional Requirenments Docunent for Joint Total Asset
Visibility dated July 1997

16. Menorandum of 24 April 1998 from Acting Deputy Under
Secretary of Defense, the Honorable Roy R WIllis, transferring
of Executive Agency for JTAV fromthe Departnment of the Arny to
t he Defense Logi stics Agency
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17. Real world operations involving JTAV provided | essons

| earned and recommended actions. Followng is a partial list of
real world contingencies, operations and exercises with JTAV

i nvol venment .

Bosni a

Kosovo

East Ti nor

FI ow 99

U chi Focus Lens
Bright Star
Cobra ol d

Foal Eagle

18. JTAV User Conferences of 1997, 1998, and 1999
19. JTAV Strategic Plans 1998, 1999

20. DoD I G Audit Report No. 00-005 dated October 8, 1999
regardi ng I nformati on Assurance for the JTAV System

21. DoD I G Audit Report no. 00-009 dated October 14, 1999
Regardi ng I nformati on Assurance for the JTAV System at the US
Paci fi c Conmand

22. Gartner G oup Report of Novenmber 1999 - JTAV Objective
Systens Architecture Assessnent

23. Gartner G oup Report of November 1999 — JTAV Operationa
Architecture Assessnent

24. Gartner Group Report of Decenber 1999 — JTAV Workshop
Pl anni ng

25. Configuration Managenent Board M nutes, nonthly neetings
conducted with results of board determ nations and rationale for
deci si ons based on anal yses presented during those neetings. CVB
Meet i ngs began October 1996 to present.

26. CGCSS Capstone Requirenents Docunent of June 2000 approved
by the Joint Requirenments Oversight Council.
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Appendi x D
A&CSS and JTAV Rel ationshi p/ Gosswal k (KPP, 1ER OV)

JTAV has worked closely with the JCS J-4, Joint Requirenents
Ofice (Ofice of Primary Responsibility for GCSS requirenents)
to devel op a cross-wal ked between GCSS CRD and JTAV ORD. This
appendi x provi des operational and systens di agrans depicting the
inter-relationship between the JTAV and GCSS CRD/ ORD f eat ures.
Top | evel views of both progranms KPP's, IER s and OV series are
di spl ayed on a single sheet of paper to conparison and contrast
prograns. JTAV is a web-based application providing an initial
capability, along with GIN, from which GCSS has energed.
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Appendi x E
KPP derivation from|ER and O/ SV

The interoperability KPP is derived fromindividual
contributing |ER s associated with each data feed or open system
access established between JTAV and Service/ Agency desi gnat ed
authoritative data source systens. The |ER describes the
triggering event that initiates the exchange of information.
The mechani sms and processes involved are dependent upon the
state of Service/ Agency AIS s. Many Source systens are batch
processes with daily or |ess frequent updates. Information
exchanges have been scheduled to be | east disruptive/intrusive
to functional processes, while striving to acquire nost current
data. Newer source systens processes with rel ational databases
and transactional updates (report as occur in near real tinme)
are devel oped using an open system approach. The event trigger
in these instances is a JTAV user request for specific data.

I nteroperability is achieved as each Service/ Agency AIS is
successfully accessed, and information exchange occurs rendering
the nmost current data available for the authoritative sources.
Col l ective critical AIS s selected for threshold I OC provide an
i ntegrated corporate logistics data in a common (j oint)
operational |ogistics picture.

An overarching interoperability KPP is derived for |inkage
of reference (g) building blocks of OVto SVto IERto KPP. An
OV nodal di agram has been devel oped by Service function
describing information flows for each AIS from which JTAV
acquires information. Systens experts have provided information
to create SV's as the next step of tracing information through
networks into JTAV. |ER Matrices conformto reference (Q)
requi rements. Subsystem feeders have been included for clarity
and to show information with commonality influences. An
i ndi cati on of each systens threshold and/ or objective nature
relative to 1OC is included in each I ER page, again for clarity
since the macro system has such a | arge set of connections.

Sub-features of Interoperability:

Rel evancy for JTAV is a function of Service/ Agency data
source selection and data selected to be blended with other |ike
dat abases in other Services/Agencies. AlIS sources have been
sel ected by the Service/ Agency with Reciprocal functional
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personnel interface neeting to select appropriate data el enents
to portray relevant information.

Responsi veness to information queries continues to evolve
wi th inmprovenents, search engine browsers, conmunications
bandwi t h t hr oughout NI PRNET/ SI PRNET/ | nt er net and WAN MAN LAN and
PC Modens. Dat abase feed processing evolves with sel ection of
nore performance processes being reeval uated on a regul ar basis.
M ddl ewar e process i nprovenent conti nues.

Accuracy of information is closely tied to tineliness and
data integrity. Tineliness is a shared function, but
principally limted by source systemrefreshnment methods and
frequency. Data integrity is nonitored by system and dat abase
adm nistration for the presence or absence of regularly
schedul ed feeds and relative size. Specific challenges are best
com ng from Subject Matter Experts or the users. They possess
an ability to quickly identify m ssing or corrupt data.

Avai l ability of JTAV processes virtually ubiquitous.
M ni mum conditions required to access JTAV includes access to
SI PRNET/ NI PRNET/ | nt ernet or phone |ine SALTS Term nal or
t el ephone up-link to comrunication satellites; a PCwith a
Net scape or Expl orer browser; access perm ssion granted by CI NC
J6 and SA.




TABLE B: High Level Information Exchange Requirements Matrix (Interoperability)

Rationale/UJTL Number Event Information Characterization Sending Node Receiving Critical Format |Timeliness |Classification
Node
SN 4.1, SN 6.1, SN 6.1.3, ST |A JTAV user initiates a query for Personnel - DoD personnel systems provide Army, Navy, Air JTAV Server |Yes Data <180 UNCLASSIFIED
4.2, ST 4.3.2, ST 4.4.1, OP 4.1,[personnel data to identify and JTAV with visibility of DoD personnel. Force, Marine Suites at seconds
OP 4.4, 0P 4.5, OP 4.5.2, OP |[distribute personnel, determine Demographics information to identify person, Corps EUCOM,
46.1 force requirements, gain visibility of |grade, skill, geo location, unit (home deployed, JFCOM,
trained and organizationally sound |TDY, TAD) and duty status. CENTCOM,
units and replacements. PACOM, and
USFK
SN 4.1, SN 6.1, SN 6.1.3, ST |A JTAV user initiates a query for Personnel - DoD personnel systems provide Coast Guard JTAV Server |No Data < 30 seconds |UNCLASSIFIED
4.2, ST 4.3.2, ST 4.4.1, OP 4.1,[personnel data to identify and JTAV with visibility of DoD personnel. Suites at
OP 4.4, 0P 4.5, OP 4.5.2, OP |[distribute personnel, determine Demographics information to identify person, EUCOM,
46.1 force requirements, gain visibility of |grade, skill, geo location, unit (home deployed, JFCOM,
trained and organizationally sound |TDY, TAD) and duty status. CENTCOM,
units and replacements. PACOM, and
USFK
SN 4.2, SN 4.2.2, SN 4.2.3, SN|A JTAV User initiates a data Logistics - DoD logistics systems provide Army, Navy, Air JTAV Server |Yes Data <180 UNCLASSIFIED
6.1, SN 6.1.3, ST 4.1, ST 4.3, [request for in-storage logistics data |visibility of in-storage assets: direct support Force, Marine Suites at seconds
ST 4.3.2, ST 4.4.1, OP 4.1, OP |to support distribution of supplies |authorized stockage lists, display assets at Corps, DLA EUCOM,
45,0P452,0P46.1 and equipment at the right time and |battalion level or higher, shipboard and major JFCOM,
place needed. shore stations and activities, Marine CENTCOM,
Expeditionary Forces (MEF's), bases, PACOM, and
JTAV system initiates periodic installations and support activities. Marine air USFK
update to update in-storage data assets are accounted for in the Navy logistics
systems, base supply and medical logistics,
Intermediate depot held stock.
SN 4.2, SN 4.2.2, SN 4.2.3, SN|A JTAV User initiates a data Logistics - DoD logistics systems provide Army, Navy, Air JTAV Server |No Data <180 UNCLASSIFIED
6.1, SN 6.1.3, ST 4.1, ST 4.3, [request for in-storage logistics data |visibility of in-storage assets: direct support Force, Marine Suites at seconds
ST 4.3.2, ST 4.4.1, OP 4.1, OP [to support distribution of supplies |authorized stockage lists, display assets at Corps, DLA, EUCOM,
45,0P 452, 0P 46.1 and equipment at the right time and |battalion level or higher, shipboard and major [Commercial, JFCOM,
place needed. shore stations and activities, Marine Coalition, CENTCOM,

JTAV system initiates periodic
update in-storage data

Expeditionary Forces (MEF's), bases,
installations and support activities. Marine air
assets are accounted for in the Navy logistics
systems, base supply and medical logistics,
Intermediate depot held stock.

MILSEALIFT, Coast|

Guard

PACOM, and
USFK
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TABLE B: High Level Information Exchange Requirements Matrix (Interoperability)

Rationale/UJTL Number Event Information Characterization Sending Node Receiving Critical Format |Timeliness |Classification
Node
SN 4.1, SN 6.1, SN 6.1.3, ST |OSA - AJTAV user initiates a query|Logistics - DoD in-transit systems provide JTAV|GTN JTAV Server |Yes Data <180 UNCLASSIFIED
4.2, ST 4.3.2, ST 4.4.1, OP 4.1,|for in-transit logistics data to assist |with visibility of DoD assets moving in the Suites at seconds
OP 4.4, 0P 4.5, OP 4.5.2, OP [in maintaining visibility of the timely |pipeline. JTAV will provide visibility to users to EUCOM,
46.1 flow of stocks throughout the asset |track the identity, status, and location of DoD JFCOM,
pipeline. unit and non-unit cargo, passengers, patients, CENTCOM,
forces, and military and commercial airlift, PACOM, and
sealift and surface assets from origin to USFK
destination, during peace, contingencies, and
war.
JTAV system initiates periodic
update in-transit data
SN 1.1.1, SN 1.1.3, SN 6.1, SN|A JTAV user initiates a query for in- |Logistics - DoD in-transit systems provide JTAV |Navy, Air Force JTAV Server |No Data < 30 seconds [UNCLASSIFIED
6.1.3,ST 4.3,ST4.3.1, ST transit logistics data to assist in with visibility of DoD assets moving in the Suites at
4.3.2,ST4.4.1,0P 4.1, OP maintaining visibility of the timely  [pipeline. JTAV will provide visibility to users to EUCOM,
45, 0P 45.1,0P 45.2, OP flow of stocks throughout the asset |track the identity, status, and location of DoD JFCOM,
46.1 pipeline . unit and non-unit cargo, passengers, patients, CENTCOM,
forces, and military and commercial airlift, PACOM, and
sealift and surface assets from origin to USFK
destination, during peace, contingencies, and
war.
SN 6.1, SN 6.1.3, ST 4.2.2.3, |A JTAV user initiates a query for Logistics - DoD logistics systems provide JMAR JTAV Server |YES Data <180 UNCLASSIFIED
ST 4.3.2, ST 4.4.1, OP 4.5, OP |medical logistics data to gain visibility of the total quantity of a given medical Suites at seconds
452,0P46.1 visibility to ensure an effective and |equipment item by Service or EUCOM,
consistent program of medical DODAAC/organization, provide medical JFCOM,
services. inventory status of an item, sorted by a variety CENTCOM,
of data fields such as owning Service, PACOM, and
DODAAC/organization, location, and condition USFK

code, medical items within each Service's War
Reserve Materiel stockpiles (for Phase 1,
visibility is limited to Army and Air Force
materiel), and blood status and blood
shipments.
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TABLE B: High Level Information Exchange Requirements Matrix (Interoperability)

Rationale/UJTL Number Event Information Characterization Sending Node Receiving Critical Format |Timeliness |Classification
Node
SN 1.1.1, SN 1.1.3, SN 6.1, SN|OSA - A JTAV user or a DoD Logistics - logistics information from DLA JTAV Server |Yes Data <180 UNCLASSIFIED
6.1.3,ST 4.3,ST4.3.1, ST application initiates a query for transactions Suites at seconds
4.3.2,ST4.4.1,0P 4.1, OP logistics requisition data to gain EUCOM,
45, 0P 45.1,0P 45.2, OP visibility to assist in tracking flow of JFCOM,
46.1 stocks to the joint operations area. CENTCOM,
PACOM, and
USFK
JTAV system initiates data pull
daily to update logistics transaction
data.
SN 1.1.1, SN 1.1.3, SN 4.1, SN (A DoD Application initiates a query |Logistics - JTAV provides various applications |JTAV JLACTD, ALP, |Yes Data <180 UNCLASSIFIED
4.2,SN 4.2.2, SN 4.2.3, SN for logistics or personnel data to with an integrated joint source of logistics and COP CSE seconds
6.1, SN 6.1.3, ST 4.1, ST 4.2, [use this data to support the personnel information. (Threshold
ST 4.2.2.3, ST 4.3, ST 4.3.1, |generation of joint information for Systems)
ST 4.3.2, ST 4.4.1, OP 4.1, OP |use by the designated user, i.e.
4.2,0P 4.3,0P 4.4, 0P 4.5, |Joint Staff, CINC Planning staff,
OP 45.1,0P 45.2, 0P 4.6.1 |JTF Commander, etc.
SN 4.2.2, SN 6.1, SN 6.1.3, ST |Development deferred. Logistics -Maintenance visibility. Deferred Logistics - Logistics - Deferred |Deffered |Deffered Deffered
4.1,ST 4.3.2, ST 4.4.1, OP 4.3, Development Development
OP 45,0P 452, 0P46.1 deferred deferred
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TABLE C: Information Exchange Requirements Matrix (Interoperability)

Rationale/UJTL Number Event Information Characterization Sending Node [Receiving Critical |Format [Timeliness |Classification
Node
Personnel Visibility
SN 4.1, SN 6.1, SN 6.1.3, |A JTAV user initiates a query for personnel Personnel - TAPDB provide JTAV with visibility |Total Army JTAV Server |Yes Data <180 UNCLASSIFIED
ST 4.2,ST4.3.2,ST4.4.1, |data of Army personnel. TAPDB consists of data Personnel Data |Suites at seconds
OP 4.1, 0P 4.4, 0P 4.5, OP files for officer, enlisted, USAR, ARNG. Data: |Base (TAPDB) |EUCOM,
45.2,0P 4.6.1 name, SSN, deployed unit, duty status, service JFCOM,
code, deployed MOS then added to DMDC CENTCOM,
data. PACOM, and
USFK
SN 4.1, SN 6.1, SN 6.1.3, A JTAV user initiates a query for personnel Personnel - NSIPS provides JTAV with visibility |Navy Standard |JTAV Server |Yes Data <180 UNCLASSIFIED
ST 4.2,ST 4.3.2, ST 4.4.1, |data of navy personnel. Demographics information |Integrated Suites at seconds
OP 4.1, 0P 4.4, 0P 4.5, OP to identify person, grade, skill, geo location, unit |Personnel EUCOM,
45.2,0P 4.6.1 (home deployed, TDY, TAD) and duty status. |System JFCOM,
(NSIPS) CENTCOM,
PACOM, and
USFK
SN 4.1, SN 6.1, SN 6.1.3, A JTAV user initiates a query for personnel Personnel - MANPER provides JTAV with Manpower and |JTAV Server |Yes Data <180 UNCLASSIFIED
ST 4.2,ST 4.3.2, ST 4.4.1, |data visibility of Air Force Personnel. Demographics|Personnel Suites at seconds
OP 4.1, 0P 4.4, 0P 4.5, OP information to identify person, grade, skill, geo |Module (USAF |EUCOM,
45.2,0P 4.6.1 location, unit (home deployed, TDY, TAD) and |MANPER) JFCOM,
duty status. CENTCOM,
PACOM, and
USFK
SN 4.1, SN 6.1, SN 6.1.3, A JTAV user initiates a query for personnel Personnel - MC-TFS provides JTAV with Marine Corps |JTAV Server |Yes Data <180 UNCLASSIFIED
ST 4.2,ST 4.3.2, ST 4.4.1, |data visibility of Acitve Duty and Reserve Marine Total Force Suites at seconds
OP 4.1, 0P 4.4, 0P 4.5, OP Corps personnel. Demographics information to|Structure EUCOM,
45.2,0P 4.6.1 identify person, grade, skill, geo location, unit  [System (MC- [JFCOM,
(home deployed, TDY, TAD) and duty status. |TFS) CENTCOM,
PACOM, and
USFK
SN 4.1, SN 6.1, SN 6.1.3, A JTAV user initiates a query for personnel Personnel - CGHRMS provides JTAV with Coast Guard JTAV Server |No Data < 30 seconds |UNCLASSIFIED
ST 4.2,ST 4.3.2,ST4.4.1, |data. visibility of Coast Guard Personnel. Human Suites at
OP 4.1,0P 4.4,0P 45, OP Demographics information to identify person, Resources EUCOM,
45.2,0P 4.6.1 grade, skill, geo location, unit (home deployed, [Management [JFCOM,
TDY, TAD) and duty status. System CENTCOM,
(CGHRMS) PACOM, and
USFK
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TABLE C: Information Exchange Requirements Matrix (Interoperability)

Rationale/UJTL Number Event Information Characterization Sending Node [Receiving Critical |Format [Timeliness |Classification
Node
In Storage Visibility
SN 4.2, SN 4.2.2, SN 4.2.3, |A JTAV User initiates a data request. ATAV [Logistics - Army Total Asset Visibility (ATAV)  |ATAV which JTAV Server |Yes Data <180 UNCLASSIFIED
SN 6.1, SN 6.1.3, ST 4.1, refreshment via batch process 3X daily. provides JTAV with visibility of Army assets. integrates: Suites at seconds
ST 4.3,ST4.3.2,ST4.4.1, The ATAV capability integrates information from|SARSS, SPBS-|EUCOM,
OP 4.1,0P 4.5, 0P 452, [|JTAV system initiates data pull daily. 42 existing Army logistics data sources. In R, CCSS, JFCOM,
OP 4.6.1 addition to asset data, ATAV provides WARS, SAAS- |CENTCOM,
authorization data, basis of issue plans, MOD, LIF, PACOM, and
procurement data, distribution priorities, and AWRDS, USFK
catalog data. ATAV provides visibility of Army  [WOLF
ammunition repair narts maior end items
SN 4.2, SN 4.2.2, SN 4.2.3, |A JTAV user initiates a logistics query for Logistics - CAIMS provides JTAV with visibility |Conventional |JTAV Server [Yes Data <180 CONFIDENTIAL
SN 6.1, SN 6.1.3, ST 4.1, ammunition data. of USN munitions. CAIMS is a classified Ammunition Suites at seconds
ST 4.3,ST4.3.2,ST4.4.1, automated information system which provides [Integration EUCOM,
OP 4.1,0P 4.5, 0P 45.2, NOC worldwide asset visibility and control over |Management [JFCOM,
OP 4.6.1 Navy conventional ammunition. Salient features | System CENTCOM,
of CAIMS are a secure database and secure (CAIMS) PACOM, and
networks or remote telecommunication devices USFK
to user activities. CAIMS represents a single
database for all Navy conventional ammunition
under the management of NOC.
SN 4.2, SN 4.2.2, SN 4.2.3, |A JTAV user initiates a logistics query for Logistics - CAS provides JTAV with visibility of |Combat JTAV Server |Yes Data <180 CLASSIFIED
SN 6.1, SN 6.1.3, ST 4.1, ammunition data. Air Force ammunition assets. CAS provides |Ammunition Suites at seconds SECRET
ST 4.3,ST4.3.2,ST4.4.1, Air Force ammunition information in 4 levels of [System (CAS) |EUCOM,
OP 4.1, 0P 4.5, 0P 4.5.2, data systems. JTAV pulls CAS-A information JFCOM,
OP 4.6.1 from the national repository to populate the CENTCOM,
National Level Ammunition Center server in the PACOM, and
Pentagon. USFK
SN 4.2, SN 4.2.2, SN 4.2.3, |OSA - A JTAV user initiates a logistics query [Logistics - MAARS Il provides JTAV with Marine Corps |JTAV Server |Yes Data <180 UNCLASSIFIED
SN 6.1, SN 6.1.3, ST 4.1, for ammunition data. visibility of USMC munitions stocks. USMC Automated Suites at seconds
ST 4.3,ST4.3.2,ST4.4.1, ammunition information resides in 110 sites Ammunition EUCOM,
OP 4.1, 0P 4.5, OP 4.5.2, which predominantly use 3 levels of ROLMS  |Requisitioning |JFCOM,
OP 4.6.1 software application. 26 of those sites are Army|System || CENTCOM,
depot which use Standard Depot System (MAARS 1) PACOM, and
(SDS). The data rolls up into Marine Corps data USFK

base at Quantico. JTAV receives a push which
is pushed to NLAC and regional CINCs.
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TABLE C: Information Exchange Requirements Matrix (Interoperability)

Rationale/UJTL Number Event Information Characterization Sending Node [Receiving Critical |Format [Timeliness |Classification
Node
SN 4.2.2, SN 6.1, SN A JTAV user initiates a logistics query for Logistics - CAIMS provides JTAV with visibilty |CAIMS JTAV Server |No Data < 30 seconds [UNCLASSIFIED
6.1.3,ST 4.1, ST 4.3.2, ST |ammunition data. of Coast Guard Ammunition Assets Suites at
4.41,0P 4.1, OP 4.3, OP EUCOM,
45, 0P452,0P46.1 JFCOM,
CENTCOM,
PACOM, and
USFK
SN 4.2.2, SN 6.1, SN A JTAV user initiates a logistics query for Logistics - CAIMS provides JTAV with visibilty |CAIMS JTAV Server |No Data < 30 seconds [UNCLASSIFIED
6.1.3,ST 4.1, ST 4.3.2, ST |ammunition data. of Military Sea Lift Ammunition Assets Suites at
4.4.1,0P 4.1, OP 4.3, OP EUCOM,
45, 0P452,0P46.1 JFCOM,
CENTCOM,
PACOM, and
USFK
SN 4.2, SN 4.2.2, SN 4.2.3, |A JTAV user initiates a query for logistics data. |Logistics - RCAS provides JTAV visibility of US |Reserve JTAV Server |No Data < 30 seconds [UNCLASSIFIED
SN 6.1, SN 6.1.3, ST 4.1, Army Reserve and National Guard Assets. Component Suites at
ST 4.3,ST4.3.2,ST4.4.1, RCAS supports daily operational, training, and [Automation EUCOM,
OP 4.1,0P 4.5, 0P 4.5.2, administrative tasks for all Guard and Reserve |System JFCOM,
OP 4.6.1 echelons, and provides timely and more (RCAS) CENTCOM,
accurate information to plan and support PACOM, and
mobilization. RCAS is currently developing USFK
increment 4 of RCAS which will include logistics
data from the USAR and ARNG.
SN 4.2, SN 4.2.2, SN 4.2.3, |OSA - A JTAV user initiates a query for Logistics - U2 provides JTAV with visibility of u2 JTAV Server |Yes Data <180 UNCLASSIFIED
SN 6.1, SN 6.1.3, ST 4.1, logistics data. Navy ashore stocks in CONUS. Suites at seconds
ST 4.3,ST4.3.2,ST4.4.1, EUCOM,
OP 4.1, 0P 4.5, 0P 4.5.2, JFCOM,
OP 4.6.1 CENTCOM,
PACOM, and
USFK
SN 4.2, SN 4.2.2, SN 4.2.3, |OSA - A JTAV user initiates a query for Logistics - FIMARS Provides JTAV with visibility|Fleet Inventory |JTAV Server |Yes Data <180 UNCLASSIFIED
SN 6.1, SN 6.1.3, ST 4.1, logistics data. U2 is batch process. of Navy shipboard supply assets Management |Suites at seconds
ST 4.3,ST 4.3.2, ST 4.4.1, [JTAV system initiates data push bi-weekly. and Reporting |EUCOM,
OP 4.1, 0P 4.5, OP 4.5.2, System JFCOM,
OP 4.6.1 (FIMARS) CENTCOM,
PACOM, and
USFK
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TABLE C: Information Exchange Requirements Matrix (Interoperability)

Rationale/UJTL Number Event Information Characterization Sending Node [Receiving Critical |Format [Timeliness |Classification
Node
SN 4.2, SN 4.2.2, SN 4.2.3, |A JTAV user initiates a query for logistics data. |Logistics - CASEMIS provides JTAV with Construction, [JTAV Server |Yes Data <180 UNCLASSIFIED
SN 6.1, SN 6.1.3, ST 4.1, CASEMIS is batch process. visibility of Navy construction, fleet hospital, Automotive,and|Suites at seconds
ST 4.3,ST4.3.2,ST4.4.1, beach master, antarctic national science, fuel [Special EUCOM,
OP 4.1,0P 4.5, 0P 4.5.2, spill abatement unit equipment Equipment JFCOM,
OP 4.6.1 Management |CENTCOM,
Information PACOM, and
System USFK
JTAV system initiates data push daily. (CASEMIS) <180
cacondc
SN 4.2, SN 4.2.2, SN 4.2.3, |A JTAV user initiates a query for logistics data. |Logistics - IMRL provides JTAV with Navy Individual JTAV Server |No Data < 30 seconds [UNCLASSIFIED
SN 6.1, SN 6.1.3, ST 4.1, visibility of a consolidated list of specified items |Materiel Suites at
ST 4.3,ST4.3.2,ST4.4.1, and quantities of Support Equipment (SE) Readiness List [EUCOM,
OP 4.1,0P 4.5, 0P 4.5.2, required by a particular aircraft maintenance (IMRL) JFCOM,
OP 4.6.1 activity or activity component to perform its CENTCOM,
assigned maintenance mission. An IMRL is PACOM, and
constructed for all Navy and Marine Corps USFK
aviation activities.
SN 4.2, SN 4.2.2, SN 4.2.3, |A JTAV user initiates a query for logistics data. |Logistics - AMMRL provides JTAV with visibility |Aircraft JTAV Server |No Data < 30 seconds [UNCLASSIFIED
SN 6.1, SN 6.1.3, ST 4.1, of Navy data required for effective management [Maintenance [Suites at
ST 4.3,ST4.3.2,ST4.4.1, of Support Equipment (SE) at all levels of Materiel EUCOM,
OP 4.1,0P 4.5, 0P 45.2, aircraft maintenance and training. Readiness List [JFCOM,
OP 4.6.1 (AMMRL) CENTCOM,
PACOM, and
USFK
SN 4.2, SN 4.2.2, SN 4.2.3, |A JTAV user initiates a query for logistics data. [Logistics - NALDA Il provides JTAV with Naval Aviation |JTAV Server |No Data < 30 seconds [UNCLASSIFIED
SN 6.1, SN 6.1.3, ST 4.1, visibility of Navy aviation repair part tracking Logistics Data |Suites at
ST 4.3,ST4.3.2,ST4.4.1, Analysis Il EUCOM,
OP 4.1, 0P 4.5, 0P 45.2, (NALDA 1I) JFCOM,
OP 4.6.1 CENTCOM,
PACOM, and
USFK
SN 4.2, SN 4.2.2, SN 4.2.3, |OSA - A JTAV user initiates a query for Logistics - AFEMS provides JTAV with visibility |Air Force JTAV Server |Yes Data <180 UNCLASSIFIED
SN 6.1, SN 6.1.3, ST 4.1, logistics data. AFEMS is batch process. of USAF unit equipment Equipment Suites at seconds
ST 4.3,ST4.3.2,ST4.4.1, |JTAV system initiates data push quarterly. Management |EUCOM,
OP 4.1, 0P 4.5, 0P 45.2, System JFCOM,
OP 4.6.1 (AFEMS) CENTCOM,
PACOM, and
USFK
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TABLE C: Information Exchange Requirements Matrix (Interoperability)

Rationale/UJTL Number Event Information Characterization Sending Node [Receiving Critical |Format [Timeliness |Classification
Node
SN 4.2, SN 4.2.2, SN 4.2.3, |A JTAV user initiates a query for logistics data. |Logistics - SBSS provides JTAV with visibility of |Standard Base |JTAV Server |Yes Data <180 UNCLASSIFIED
SN 6.1, SN 6.1.3, ST 4.1, SBSS is batch process. Air Force retail supply assets. SBSS is being [Supply System |Suites at seconds
ST 4.3,ST 4.3.2, ST 4.4.1, [JTAV system initiates data push daily. replaced by ILS-S. ILS-S has the capability of [(SBSS) EUCOM,
OP 4.1,0P 4.5, 0P 4.5.2, eventually allowing customers to place orders JFCOM,
OP 4.6.1 from their desktop computers and sending them CENTCOM,
directly to the system, eliminating the current PACOM, and
requirement to call supply customer service. USFK
SN 4.2, SN 4.2.2, SN 4.2.3, |A JTAV user initiates a query for logistics data. |Logistics - SCS provides JTAV with visibility of [Air Force Stock |JTAV Server |Yes Data <180 UNCLASSIFIED
SN 6.1, SN 6.1.3, ST 4.1, USAF wholesale materiel, which includes base |Control System |Suites at seconds
ST 4.3,ST 4.3.2,ST4.4.1, level excess wholesale managed items. The (SCS) EUCOM,
OP 4.1,0P 4.5, 0P 4.5.2, DO35A system is an on-line system that (commonly JFCOM,
OP 4.6.1 operates at each Air Logistics Center (ALC). It |[known as DO |[CENTCOM,
is designed to perform ALC edit, index and 35) PACOM, and
routing functions necessary to provide all using USFK
systems with current and consistent cataloging
management data for those stock numbers for
which the ALC has AF wholesale item
management responsibility. DO35C establishes
a logistics management system for depot
recoverable items expendability, recoverability,
and repairability.
SN 4.2, SN 4.2.2, SN 4.2.3, |OSA - A JTAV user initiates a query for Logistics - SASSY provides JTAV with visibility |Supported JTAV Server |Yes Data <180 UNCLASSIFIED
SN 6.1, SN 6.1.3, ST 4.1, logistics data. of USMC Retail assets. SASSY supports the  |Activity Supply [Suites at seconds
ST 4.3,ST 4.3.2,ST4.4.1, retail (intermediate and consumer) level of System EUCOM,
OP 4.1,0P 4.5, 0P 4.5.2, Marine Corps supply. SASSY has automated |(SASSY) JFCOM,
OP 4.6.1 retail level supply accounts throughout the (SASSYcontain| CENTCOM,
Marine Corps. s MPS BIC PACOM, and
data) USFK
SN 4.2, SN 4.2.2, SN 4.2.3, |OSA - A JTAV user initiates a query for Logistics - MC SCS provides JTAV with visibility|Marine Corps |JTAV Server |Yes Data <180 UNCLASSIFIED
SN 6.1, SN 6.1.3, ST 4.1, logistics data. MC SCS is batch process. of Marine Corps wholesale assets in storage.  [Stock Control [Suites at seconds
ST 4.3,ST4.3.2,ST4.4.1, |JTAV system initiates data push daily. System EUCOM,
OP 4.1, 0P 4.5, 0P 45.2, (MCsSCS) JFCOM,
OP 4.6.1 CENTCOM,
PACOM, and
USFK
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TABLE C: Information Exchange Requirements Matrix (Interoperability)

Rationale/UJTL Number Event Information Characterization Sending Node [Receiving Critical |Format [Timeliness |Classification
Node
SN 4.2, SN 4.2.2, SN 4.2.3, |A JTAV user initiates a query for logistics data. [Logistics - The Asset Tracking for Logistics And |Asset Tracking [JTAV Server |No Data TBD (Future |UNCLASSIFIED
SN 6.1, SN 6.1.3, ST 4.1, Supply System (ATLASS) provides JTAV with |Logistics and [Suites at System)
ST 4.3,ST4.3.2,ST4.4.1, visibility of Marine Corps assets. ATLASS is Supply System |EUCOM,
OP 4.1,0P 4.5, 0P 4.5.2, used in the MPF environment to maintain Il (ATLAS II) JFCOM,
OP 4.6.1 accountability of assets as they pass from the |[(To replace CENTCOM,
ship to the AAOEs and beyond. SASSY & PACOM, and
MIMMS) USFK
SN 4.2,SN4.2.3,SN 6.1, |OSA - AJTAV user initiates a query for Logistics - The Standard Automated Material Standard JTAV Server |Yes Data <180 UNCLASSIFIED
SN 6.1.3, ST 4.3.2, ST logistics data. SAMMS is batch process. Management System (SAMMS) provides JTAV |Automated Suites at seconds
4.4.1,0P 4.1,0P 45, 0P [JTAV system initiates data pull daily. with visibility of item inventory and supply Materiel EUCOM,
452,0P46.1 management information at the DLA Supply Management |JFCOM,
Centers. SAMMS provides status of System CENTCOM,
requisitions, stock on hand, due in assets, back |(SAMMS) PACOM, and
orders, and reports of discrepancy. USFK
SN 4.2, SN 4.2.3, SN 6.1, |OSA - A JTAV user initiates a query for Logistics - DISMS provides JTAV with visibility |Defense JTAV Server |Yes Data <180 UNCLASSIFIED
SN 6.1.3, ST 4.3.2, ST logistics data. DISMS is batch process. of subsistence assets within DLA. DISMS Integrated Suites at seconds
4.41,0P 4.1,0P 45, 0P [JTAV system initiates data push daily. handles the materiel management of the Subsistence EUCOM,
452,0P46.1 Subsistence commodity in support of the Management [JFCOM,
military services worldwide. DISMS supports System CENTCOM,
both perishable and semi-perishable items (DISMS) PACOM, and
including the critical categories of rations, tray USFK
packs and meals-ready-to-eat. It provides an
integrated environment between the
contracting, financial and asset management
components of the system.
SN 4.2, SN 4.2.3,SN 6.1, |AJTAV user initiates a query for logistics data. |Logistics - FOLDER is the future web-based FOLDER (Web-|JTAV Server |No Data TBD (Future |UNCLASSIFIED

SN 6.1.3, ST 4.3.2, ST
44.1,0P 4.1,0P 45, OP
4.5.2,0P 4.6.2

version of DISMS.

based DISMS)

Suites at
EUCOM,
JFCOM,
CENTCOM,
PACOM, and
USFK

System)
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TABLE C: Information Exchange Requirements Matrix (Interoperability)

Rationale/UJTL Number Event Information Characterization Sending Node [Receiving Critical |Format [Timeliness |Classification
Node
SN 1.1.1, SN 1.1.3, SN 6.1, |OSA - A JTAV user initiates a query for Logistics - DFAMS provides JTAV with visibility |Defense Fuel [JTAV Server |Yes Data <180 UNCLASSIFIED
SN 6.1.3, ST 4.3, ST 4.3.1, |logistics data. of DLA bulk fuel assets. DFAMS is the central |Automated Suites at seconds
ST 4.3.2,ST 4.4.1, OP 4.1, automation system to support all aspects of Management |EUCOM,
OP 4.5, 0P 4.51,0P 45.2, DFSC's fuels management processing. System JFCOM,
OP4.6.1 DFAMS currently provides bulk and into-plane [(DFAMS) CENTCOM,
procurement support; distribution planning and PACOM, and
authorization for bulk; supply transaction and USFK
inventory processing for bulk; and accounting
functions including funds control, accounts
payable and receivable; and general ledger.
SN 1.1.1, SN 1.1.3, SN 6.1, |A JTAV user initiates a query for logistics data. |Logistics - FAS provides JTAV with visibility of |Fuel JTAV Server |No Data < 30 seconds |UNCLASSIFIED
SN 6.1.3, ST 4.3, ST 4.3.1, DLA bulk fuel assets.The FAS Program Automated Suites at
ST 4.3.2,ST4.4.1,0P 4.1, provides an automated materiel management [System (FAS) |EUCOM,
OP 4.5, 0P 4.51,0P 45.2, system for all energy offices that spans from JFCOM,
OP 4.6.1 point of sale to vendor payment. The FAS AIS CENTCOM,
will support the business functions of acquisition PACOM, and
and contract management, supply USFK
management, facilities management, financial
management, and decision support.
SN 6.1, SN 6.1.3, ST 4.3.2, |A JTAV user initiates a query for logistics data. [Logistics - NEURS provides JTAV with visibility |[FUELS Navy [JTAV Server |[No Data < 30 seconds [UNCLASSIFIED
ST4.4.1,0P 4.1,0P 4.2, of Military Sea Lift Fuel assets Energy Usage |Suites at
OP 45, 0P 452, 0P4.6.1 Reporting EUCOM,
System JFCOM,
(NEURS) CENTCOM,
PACOM, and
USFK
SN 4.2, SN 4.2.3,SN 6.1, |AJTAV user initiates a query for logistics data. |Logistics - FLIS provides JTAV with DLA Federal JTAV Server |Yes Data <180 UNCLASSIFIED
SN 6.1.3, ST 4.3.2, ST catalog data. FLIS is the primary computer Logistics Suites at seconds
4.4.1,0P 4.1,0P 45, OP system through which users are able to access, |Information EUCOM,
452,0P46.1 maintain, store and retrieve necessary System (FLIS) [JFCOM,
information related to an item of supply. CENTCOM,
PACOM, and
USFK
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TABLE C: Information Exchange Requirements Matrix (Interoperability)

Rationale/UJTL Number Event Information Characterization Sending Node [Receiving Critical |Format [Timeliness |Classification
Node
SN 4.2, SN 4.2.3,SN 6.1, |AJTAV user initiates a query for logistics data. |Logistics - DFW is the web based version of DFW (Web- JTAV Server |No Data TBD (Future |UNCLASSIFIED
SN 6.1.3, ST 4.3.2, ST DFAMS with provides JTAV with Visibility of based DFAMS) |Suites at System)
4.41,0P 4.1, 0P 4.5, OP DLA wholesale fuel assets EUCOM,
45.2,0P 4.6.2 JFCOM,
CENTCOM,
PACOM, and
USFK
SN 4.2,SN4.2.3,SN 6.1, |OSA - AJTAV user initiates a query for Logistics - SCCR is responsible for replacing Supply Center |JTAV Server [No Data < 30 seconds |UNCLASSIFIED
SN 6.1.3, ST 4.3.2, ST logistics data. SCCR is batch process. the outdated systems at the Engineering Computer Suites at
4.4.1,0P 4.1,0P 45, 0P [JTAV system initiates data push daily. Logistics Center. SCCR is also a vital link in the [Replacement |EUCOM,
45.2,0P 4.6.3 Fleet Logistics System (FLS) project. FLS will |(SCCR) JFCOM,
provide an information system that integrates CENTCOM,
the processes and data associated with PACOM, and
configuration management, maintenance USFK
management, supply management,
procurement management, and financial
management.
SN 1.1.1, SN 1.1.3, SN 4.1, |A JTAV user initiates a query for logistics data. |Logistics - Visibility of Coalition Forces logistics |Coalition JTAV Server |No Data TBD (Future |UNCLASSIFIED
SN 4.2, SN 4.2.2, SN 4.2.3, assets Forces - to be |Suites at System)
SN 6.1, SN 6.1.3, ST 4.1, determined EUCOM,
ST 4.2, ST 4.2.2.3, ST 4.3, JFCOM,
ST 4.3.1,ST 4.3.2,ST4.4.1, CENTCOM,
OP 4.1,0P 4.2, OP 4.3, OP PACOM, and
4.4,0P 4.5, 0P 45.1, OP USFK
45.2,0P 4.6.1
SN 4.2, SN 4.2.3,SN 6.1, |AJTAV user initiates a query for logistics data. |Logistics - Visibility of DoD procured assets Direct Vendor |JTAV Server |No Data < 30 seconds [UNCLASSIFIED
SN 6.1.3, ST 4.3.2, ST directly from the vendor Delivery (DVD) |Suites at
4.4.1,0P 4.1, 0P 4.5, OP Prime Vendors [EUCOM,
45.2,0P 4.6.2 JFCOM,
CENTCOM,
PACOM, and
USFK
SN 4.2, SN 4.2.3,SN 6.1, |AJTAV user initiates a query for logistics data. [Logistics - Visibility of DoD assets being stored |Department of [JTAV Server |[No Data TBD (Future |UNCLASSIFIED
SN 6.1.3, ST 4.3.2, ST or repaired at commercial facilities Defense Suites at System)
4.4.1,0P 4.1, 0P 4.5, OP Commercial EUCOM,
45.2,0P 4.6.1 Asset Visibility |JFCOM,
(DOD CAV) CENTCOM,
PACOM, and
USFK
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TABLE C: Information Exchange Requirements Matrix (Interoperability)

Rationale/UJTL Number Event Information Characterization Sending Node [Receiving Critical |Format [Timeliness |Classification
Node
SN 4.2, SN 4.2.3,SN 6.1, |AJTAV user initiates a query for logistics data. |Logistics - The SPS supports DoD Standard JTAV Server |No Data < 30 seconds |UNCLASSIFIED
SN 6.1.3, ST 4.3.2, ST procurement functions which include the Procurement |Suites at
4.41,0P 4.1, 0P 4.5, OP acquisition of supplies and services. System/Shared |EUCOM,
452,0P 46.2 Data JFCOM,
Warehouse CENTCOM,
(SPS/ISDW)  |PACOM, and
USFK
SN 4.2, SN 4.2.3,SN 6.1, |AJTAV user initiates a query for logistics data. [Logistics - Visibility of DLA excess property Defense JTAV Server |No Data < 30 seconds [UNCLASSIFIED
SN 6.1.3, ST 4.3.2, ST generated by the Services Reutilization Suites at
4.4.1,0P 4.1, 0P 4.5, OP and Marketing |EUCOM,
452,0P 46.2 Service (IRIS) [JFCOM,
CENTCOM,
PACOM, and
USFK
SN 4.2, SN 4.2.2, SN 4.2.3, |A JTAV user initiates a query for logistics data. [Logistics - visibility of military sea lift shipboard |Shipboard Non-|[JTAV Server |No Data TBD (Future |UNCLASSIFIED
SN 6.1, SN 6.1.3, ST 4.1, supply assets and stocks available at Naval Tactical Suites at System)
ST 4.3,ST4.3.2,ST4.4.1, depots. Automation EUCOM,
OP 4.1,0P 4.5,0P 45.2, Program/Shipb |JFCOM,
OP 4.6.1 oard Uniform |CENTCOM,
Automatic Data |PACOM, and
Processing USFK
System/Fleet
Inventory
Management
Reporting
(SNAP/SUADP
S/IFIMAR)
SN 4.2, SN 4.2.2, SN 4.2.3, |A JTAV user initiates a query for logistics data. |Logistics - Visibility of Military Sea Lift Assets in |Supply JTAV Server |No Data < 30 seconds [UNCLASSIFIED
SN 6.1, SN 6.1.3, ST 4.1, storage Management |Suites at
ST 4.3,ST4.3.2,ST4.4.1, EUCOM,
OP 4.1,0P 4.5,0P 45.2, JFCOM,
OP 4.6.1 CENTCOM,
PACOM, and
USFK
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TABLE C: Information Exchange Requirements Matrix (Interoperability)

Rationale/UJTL Number Event Information Characterization Sending Node [Receiving Critical |Format [Timeliness |Classification
Node
SN 4.2, SN 4.2.2, SN 4.2.3, |A JTAV user initiates a query for logistics data. |Logistics - visibility of Military Sea Lift Configuration [JTAV Server |No Data < 30 seconds [UNCLASSIFIED
SN 6.1, SN 6.1.3, ST 4.1, Configuration Management information Management |Suites at
ST 4.3,ST4.3.2,ST4.4.1, Information EUCOM,
OP 4.1, 0P 4.5, OP 4.5.2, Systems JFCOM,
OP 4.6.1 (CMIS) CENTCOM,
PACOM, and
USFK
SN 4.2, SN 4.2.2, SN 4.2.3, |A JTAV user initiates a query for logistics data. [Logistics - visibility of military sea lift shipboard |Afloat Residual [JTAV Server |No Data < 30 seconds [UNCLASSIFIED
SN 6.1, SN 6.1.3, ST 4.1, supply assets afloat Asset Suites at
ST 4.3, ST 4.3.2,ST4.4.1, Management |EUCOM,
OP 4.1, 0P 4.5, 0P 4.5.2, System JFCOM,
OP 4.6.1 (ARAMIS) CENTCOM,
PACOM, and
USFK
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TABLE C: Information Exchange Requirements Matrix (Interoperability)

Rationale/UJTL Number Event Information Characterization Sending Node [Receiving Critical |Format [Timeliness |Classification
Node
In Transit
SN 1.1.1, SN 1.1.3, SN 6.1, |OSA - A JTAV user initiates a query for in Logistics - GTN gathers the family of GTN which JTAV Server |No Data < 30 seconds [UNCLASSIFIED
SN 6.1.3, ST 4.3, ST 4.3.1, |transit logistics data. transportation customers and providers of lift integrates: Suites at
ST4.3.2,ST4.4.1,0P 4.1, into a single integrated network that provides ADANS, AMS, |EUCOM,
OP 45,0P 4.5.1,0P45.2, intransit visibility (ITV) and the command and |CMOS, CAPS [JFCOM,
OP 4.6.1 control (C2) capabilities. GTN integrates Il, CFM, DTTS, |CENTCOM,
deployment-related ADP systems. GTN GATES, PACOM, and
integrates the current process of satisfying GDSS, USFK
transportation requirements in peace and war  |GOPAX, IBS,
using DoD (primarily DTS) and commercial JALIS, TC-
automated transportation systems. AIMS I,
TCACCIS,
WPS, CAMPS,
FACTS, IC3,
MTMS
SN 4.1,SN 6.1, SN 6.1.3, |OSA - A JTAV user initiates a query for in Logistics - CRIM provides visibility of Navy Cargo Routing [JTAV Server |No Data < 30 seconds [UNCLASSIFIED
ST 4.2,ST4.3.2,ST 4.4.1, |transit logistics data. CRIM is batch process. |assets and personnel routing information. Information Suites at
OP 4.1,0P 4.4, 0P 45, OP Management |EUCOM,
452,0P461 JTAV system initiates data pull daily. (CRIM) JFCOM,
CENTCOM,
PACOM, and
USFK
SN 1.1.1, SN 1.1.3, SN 6.1, |A JTAV user initiates a query for in transit Logistics - RFT-E provides visibility of cargo Radio JTAV Server |Yes Data <180 UNCLASSIFIED
SN 6.1.3, ST 4.3, ST 4.3.1, |logistics data. movement in Europe. RFT-K provides visibility |Frequency Tag-|Suites at seconds
ST 4.3.2,ST4.4.1,0P 4.1, of cargo movement in Korea. RF technology Europe (RFT- |EUCOM,
OP 4.5, 0P 4.51,0P 45.2, provides “inside the box” visibility of containers |E), Radio JFCOM,
OP4.6.1 and container contents moving through the DoD |Frequency Tag-|CENTCOM,
transportation pipeline. Korea (RFT-K) |PACOM, and
USFK
SN 1.1.1, SN 1.1.3, SN 6.1, |A JTAV user initiates a query for in transit Logistics - Visibility of USAF assets in-transit Pipeline JTAV Server |No Data < 30 seconds [UNCLASSIFIED
SN 6.1.3, ST 4.3, ST 4.3.1, [logistics data. Tracking Suites at
ST 4.3.2,ST4.4.1,0P 4.1, Analysis and |EUCOM,
OP 45,0P45.1, 0P 4.5.2, Metrics System [JFCOM,
OP 4.6.1 (PTAM) CENTCOM,
PACOM, and
USFK
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TABLE C: Information Exchange Requirements Matrix (Interoperability)

Rationale/UJTL Number Event Information Characterization Sending Node [Receiving Critical |Format [Timeliness |Classification
Node
Medical
SN 6.1, SN 6.1.3, ST A JTAV user initiates a query for medical Logistics - The IMAR capability integrates JMAR which JTAV Server |YES Data <180 UNCLASSIFIED
4.2.2.3,ST 4.3.2,ST 4.4.1, |logistics data. medical information from existing DoD medical |integrates: Suites at seconds
OP 4.5,0P 452, 0P46.1 logistics data sources. JMAR provides visibility |DBSS, DMLSS |[EUCOM,
of medical retail stocks aboard Navy ships; AM, FIMARS, |JFCOM,
visibility of medical materiel, medical MEDLOG, CENTCOM,
assemblages, and medical maintenance for Air |WRM, NAC, PACOM, and
Force War Reserve Materiel (WRM); visiblity of [NAY, TAMMIS |USFK
Army-owned medical assets; visibility of MEDSUP, and
historical original assemblage requirements and | TAMMIS
fill for DEPMEDS sets; visibility of requisition MEDASM

medical materiel; DSCP Readiness Contract
File, visibility of items on contingency contracts,
such as Vendor Managed Inventory; and
visibility of medical assemblages, to component
level.
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TABLE C: Information Exchange Requirements Matrix (Interoperability)

Rationale/UJTL Number Event Information Characterization Sending Node [Receiving Critical |Format [Timeliness |Classification
Node
Reauisition Trackina
SN 1.1.1, SN 1.1.3, SN 6.1, |OSA - A JTAV user or a DoD application Logistics - logistics information from Defense JTAV Server |Yes Data <180 UNCLASSIFIED
SN 6.1.3, ST 4.3, ST 4.3.1, |initiates a query for logistics requisition data. Automatic Suites at seconds
ST 4.3.2,ST4.4.1, OP 4.1, |DAAS LOTS is updated every 20 minutes. Addressing EUCOM,
OP 45,0P45.1, 0P 4.5.2, System - JFCOM,
OP 4.6.1 JTAV system initiates data pull daily. Logistics CENTCOM,
Operational PACOM, and
Tracking USFK

System (DAAS
LOTS)
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TABLE C: Information Exchange Requirements Matrix (Interoperability)

Rationale/UJTL Number Event Information Characterization Sending Node [Receiving Critical |Format [Timeliness |Classification
Node

Applications

SN 1.1.1, SN 1.1.3, SN 4.1, |A DoD Application initiates a query for logistics |Logistics - JTAV provides applications with a JTAV Joint Logistics |Yes Data <180 UNCLASSIFIED

SN 4.2, SN 4.2.2, SN 4.2.3, |or personnel data. single, integrated source of logistics and Advanced seconds

SN 6.1, SN 6.1.3, ST 4.1, personnel information. Concept

ST 4.2,ST 4.2.2.3,ST 4.3, Technology

ST 4.3.1, ST 4.3.2, ST 4.4.1, Demonstration

OP 4.1,0P 4.2,0P 4.3, OP (JL ACTD)

4.4,0P 45,0P 4.5.1, OP (DARPA)

452,0P4.6.1

SN 1.1.1, SN 1.1.3, SN 4.1, |A DoD Application initiates a query for logistics |Logistics - JTAV provides applications with a JTAV Advanced Yes Data <180 UNCLASSIFIED

SN 4.2, SN 4.2.2, SN 4.2.3, |or personnel data. single, integrated source of logistics and Logistics seconds

SN 6.1, SN 6.1.3, ST 4.1, personnel information. Program (ALP)

ST 4.2,ST 4.2.2.3,ST 4.3, (DARPA)

ST 4.3.1,ST4.3.2,ST4.4.1,

OP 4.1, 0P 4.2, 0P 4.3, OP

4.4,0P 45,0P 4.5.1, OP

452,0P46.1

SN 1.1.1, SN 1.1.3, SN 4.1, |A DoD Application initiates a query for logistics |Logistics - JTAV provides applications with a JTAV Common Yes Data <180 UNCLASSIFIED

SN 4.2, SN 4.2.2, SN 4.2.3, |or personnel data. single, integrated source of logistics and Operational seconds

SN 6.1, SN 6.1.3, ST 4.1, personnel information. Picture Combat

ST 4.2,ST4.2.2.3,ST4.3, Support

ST 4.3.1,ST4.3.2,ST4.4.1, Enabled (COP

OP 4.1,0P 4.2,0P 4.3, OP CSE) (DISA)

4.4,0P 45,0P 4.5.1, 0P

452,0P4.6.1

SN 1.1.1, SN 1.1.3, SN 4.1, |A DoD Application initiates a query for logistics |Logistics - JTAV provides applications with a JTAV Integrated Yes Data <180 UNCLASSIFIED

SN 4.2, SN 4.2.2, SN 4.2.3, |or personnel data. single, integrated source of logistics and Consumable seconds

SN 6.1, SN 6.1.3, ST 4.1, personnel information. Item Support

ST 4.2,ST 4.2.2.3,ST 4.3, (ICIS) (DLA)

ST 4.3.1,ST4.3.2,ST4.4.1,
OP 4.1,0P 4.2,0P 4.3, OP
4.4,0P 45,0P 4.5.1, OP
45.2,0P46.1
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TABLE C: Information Exchange Requirements Matrix (Interoperability)

Rationale/UJTL Number Event Information Characterization Sending Node [Receiving Critical |Format [Timeliness |Classification
Node
Maintenance/Procurement
SN 4.2.2, SN 6.1, SN 6.1.3, |Development deferred. Logistics - SAMS provides visiblity of Army Standard Army [JTAV Server |No Data < 30 seconds [UNCLASSIFIED
ST 4.1,ST4.3.2,ST4.4.1, maintenance data. SAMS is an automated Maintenance [Suites at
OP 4.3,0P 4.5, OP 4.5.2, maintenance management system used at the |System EUCOM,
OP4.6.1 direct support (DS) maintenance company (SAMS) JFCOM,
found in the separate brigade, division, corps, CENTCOM,
and echelons above corps and the general PACOM, and
support (GS) maintenance company at USFK
echelons above corps. The system automates
work order registration and document registers.
It automates inventory control and reorder of
shop and bench stock as well as automating
work order parts and requisitioning.
SN 4.2, SN 4.2.2, SN 4.2.3, |Development deferred. Logistics - The MRDB provides visibility for all [Materiel JTAV Server |No Data < 30 seconds |UNCLASSIFIED
SN 6.1, SN 6.1.3, ST 4.1, items reported through the Materiel Returns Returns Data |Suites at
ST 4.3,ST 4.3.2,ST4.4.1, Program (MRP), as well as the depot receipt of |Base (MRDB) |EUCOM,
OP 4.1,0P 4.5, 0P 4.5.2, all returns including Automatic Return Items JFCOM,
OP 4.6.1 (ARIs). Additionally, the MRDB tracks excess CENTCOM,
materiel turn-in flow to the Defense Reutilization PACOM, and
and Marketing Office (DRMO). Visibility is USFK
maintained on all classes of supply flowing back
to depots with emphasis placed on Stock
Funded Depot Level Reparables. Customers
use the MRDB to check status of a return,
location of materiel in pipeline, pipeline
performance management.
SN 4.2, SN 4.2.2, SN 4.2.3, |Development deferred. Logistics - ATAC provides visibility of Navy Advanced JTAV Server |No Data < 30 seconds [UNCLASSIFIED

SN 6.1, SN 6.1.3, ST 4.1,
ST 4.3,ST4.3.2,ST4.4.1,
OP 4.1,0P 4.5, OP 4.5.2,
OP 4.6.1

secondary repairable retrograde tracking. The
ATAC Program provides in-transit visibility of
repairables returning from end-users to the
Designated Overhaul Point

(DOP) via ATAC HUBs. This Program, as
implemented in the mid-eighties and currently
operating, consists of two HUBS and several
NODES. The major objective of Expanded
ATAC is to move the functions of the current
ATAC HUB closer to the DLR “point-of-failure”
(e.g., the end-user).

Traceability and
Control System
(ATAC)

Suites at
EUCOM,
JFCOM,
CENTCOM,
PACOM, and
USFK
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TABLE C: Information Exchange Requirements Matrix (Interoperability)

Rationale/UJTL Number Event Information Characterization Sending Node [Receiving Critical |Format [Timeliness |Classification
Node
SN 4.2.2, SN 6.1, SN 6.1.3, |Development deferred. Logistics - CAMS provides visibility of Air Force [Core Air Force [JTAV Server |No Data < 30 seconds |UNCLASSIFIED
ST4.1,ST 4.3.2,ST4.4.1, Assets that are in a maintenance status. Maintenance |Suites at
OP 4.3,0P 4.5, 0P 45.2, System EUCOM,
OP 4.6.1 (CAMS) JFCOM,
CENTCOM,
PACOM, and
USFK
SN 4.2, SN 4.2.2, SN 4.2.3, |Development deferred. Logistics - REMIS is the approved source for Reliability and |JTAV Server |No Data < 30 seconds |UNCLASSIFIED
SN 6.1, SN 6.1.3, ST 4.1, weapon system data to support reports to the  [Maintainability |Suites at
ST 4.3,ST4.3.2,ST4.4.1, Department of Defense and Congress. Itisa [Information EUCOM,
OP 4.1,0P 4.5, 0P 4.5.2, central command source of all UNCLASSIFIED |System JFCOM,
OP 4.6.1 maintenance and logistics information for AF (REMIS) CENTCOM,
weapons systems. REMIS provides accurate, PACOM, and
"near real-time", on-line data for tracked aircraft USFK
and equipment. REMIS provides accurate, up-
to-date information on equipment location,
configuration, utilization, and availability.
SN 4.2.2, SN 6.1, SN 6.1.3, |Development deferred. Logistics - Materiel Returns Program (MRP) is a|Maintenance |JTAV Server |No Data < 30 seconds [UNCLASSIFIED
ST4.1,ST 4.3.2,ST4.4.1, legacy system developed by theMarine Corps to|Resource Suites at
OP 4.3,0P 4.5, 0P 4.5.2, provides the ability to offer excess to wholesale |Planning Il EUCOM,
OP 4.6.1 managers. (MRP 11) JFCOM,
(Depot/GS CENTCOM,
Level) PACOM, and
USFK
SN 4.2.2, SN 6.1, SN 6.1.3, |Development deferred. Logistics - MIMMS AIS is an automated Marine Corps |JTAV Server |No Data < 30 seconds |UNCLASSIFIED
ST4.1,ST 4.3.2,ST4.4.1, maintenance management information system |Integrated Suites at
OP 4.3,0P 4.5, OP 4.5.2, designed to support commanders and logistics [Maintenance |EUCOM,
OP 4.6.1 managers at all command levels in the Management |JFCOM,
execution of ground equipment maintenance System CENTCOM,
management functions. (MIMMS) (DS) |PACOM, and
USFK
SN 4.2.2, SN 6.1, SN 6.1.3, |Development deferred. Logistics - ATEMS provides maintenance data [Aviation JTAV Server |No Data < 30 seconds |UNCLASSIFIED
ST4.1,ST4.3.2,ST4.4.1, for US Coast Guard assets. Technical and |Suites at
OP 4.3,0P 4.5, 0P 4.5.2, Engineering EUCOM,
OP 4.6.1 Management [JFCOM,
System CENTCOM,
(ATEMS) PACOM, and
USFK
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TABLE C: Information Exchange Requirements Matrix (Interoperability)

Rationale/UJTL Number Event Information Characterization Sending Node [Receiving Critical |Format [Timeliness |Classification
Node
SN 4.2.2, SN 6.1, SN 6.1.3, |Development deferred. Logistics - CMPLUS is an on-line configuration- |Configuration |JTAV Server |No Data < 30 seconds [UNCLASSIFIED
ST4.1,ST 4.3.2,ST4.4.1, based supply and maintenance system for Management |Suites at
OP 4.3,0P 4.5, 0P 4.5.2, updating and maintaining baseline configuration [Plus (CMPLUS)|EUCOM,
OP 4.6.1 data and replacement materials onboard JFCOM,
cutters. CMPLUS supports the unit by ensuring CENTCOM,
that materials and parts are available in PACOM, and
sufficient quantity and quality to meet cutter USFK
maintenance needs for operations readiness.
CMPLUS supports the cutter’'s maintenance
mission by automating support for such
operations as preventive maintenance,
corrective maintenance, grooming, updating,
and overhaul.
SN 4.2.2, SN 6.1, SN 6.1.3, |Development deferred. Logistics - The ALMIS Project will develop a Aviation JTAV Server |No Data < 30 seconds |UNCLASSIFIED
ST4.1,ST 4.3.2,ST4.4.1, single, integrated, Aviation Logistics System to |Material Suites at
OP 4.3,0P 4.5, OP 4.5.2, improve the United States Coast Guard's Management |EUCOM,
OP 4.6.1 efficiency and effectiveness in performing its Information JFCOM,
aviation missions. ALMIS will integrate the System CENTCOM,
forecasting capability of the existing Aviation (AMMIS) PACOM, and
Computerized Maintenance Systems (ACMS) USFK

with the inventory management/fiscal
accounting functionality of the Aviation
Maintenance Management Information System
(AMMIS) to close the loop of logistics support to
improve inventory purchase/repair decisions
and provide total asset visibility.
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Key Performance Parameters

The Logistics Community’s Knowledge Eroker

GCSS

JTAV

| nter oper ability

The GCSS FoS shall treat dataasa
corporate asset and all top-level
Information Exchange
Requirements (IERS) outlined in
Table 3 will be satisfied to the
standards specified in the
Threshold and Objective values

Threshold: 100% of
top-level IERs
designated as critical

Threshold: JTAV will be able to
accept or exchange common data
elements with all critical data
sources identified in Table B.

Objective: 100% of
al top-level IERs

Objective: JTAV will be able to
accept or exchange common data
elements with all data sources
identified in Table B.

| nter oper ability

Develop JTAV in accordance
with the Joint Technical
Architecture and be compliant
with the DIl COE

Compliance

The GCSS FoS shall be developed
in accordance with the Joint
Technical Architecture (JTA) and
be compliant with the Defense
information System Agency

Threshold: Level 6

Threshold: DIl COE certification at
Level 6 within the Windows NT
environment.

Compliance
Achieve an appropriate level of
C4ISR Interoperability to meet
joint requirements.

The GCSS FoS shall provide for
security management services

classified, sensitive but
unclassified, and/or unclassified
information in accordance with
the minimum standards set forth
in DoD 5200.28-STD and
protect against unauthorized
disclosures of privacy
information

(DISA) DIl COE ST Objective: DIl COE certification at
Objective: Level 8 Level 8 within the Windows NT
environment.
Security Threshold: Provide for Threshold: Handle classified, sensitive

but unclassified, or unclassified
information in accordance with the
minimum standards set forth in DoD
5200.28-STD Security Requirements for
Automated I nformation Systems and
protect against unauthorized disclosure
of privacy information for both unit
readiness and personnel.

Objective: Same as Threshold

Objective: Same as Threshold

Security

Achieve information surety and
security viamultiple tiered
protection, data guard,
encryption, fully employed PKI
protocols, and intrusion
detection.
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RCAS - Reserve Component Automation System

RFT-E - Radio Frequency Tag Europe

RFT-K - Radio Frequency Tag Korea

ATAV (LIDB) - Army Total Asset Visibility-Logistics Integrated Database

TAPDB - Total Army Personnel Database
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SV-1 TAPDB
Total Army Personnel Database

oD

The Logistics Community’s Knowledge Eroker
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IER Army Personnel
(TAPDB)

The Logistics Community’s Knowledge Eroker

Information Exchange Requirements

Rationale/UJTL Number|Event Information Characterization Sending CriticalJ[Format|Timeliness|Classification

Node
Total Army
Personnel
Data Base
(TAPDB)

Receiving
Node

JTAV Server
Suites at
EUCOM,
JFCOM,

Data <180

seconds

SN 4.1, SN 6.1, SN 6.1.3, Yes UNCLASSIFIED

ST4.2,ST4.3.2,ST4.4.1,

Personnel - TAPDB provide JTAV with
visibility of Army personnel. TAPDB consists
of data files for officer, enlisted, USAR,
ARNG. Data: name, SSN, deployed unit, duty

A JTAV user initiates a query for
personnel data

OP 4.1, 0P 4.4, 0P 4.5, OP
452,0P46.1

status, service code, deployed MOS then
added to DMDC data.

CENTCOM,
PACOM, and
USFK

Key Performance Parameter

SatisfiesUJTL: Procure and
Distribute Personnel. Prepare for
Mobilization. Participate in Joint
Operation Planning to Support
Mobilization. Coordinate Support for
Forcesin Theater. Provide Supplies
and Services for Theater Forces.
Determine Number and Location of
Sustaining Bases. Coordinate Supply of
Arms, Munitions, and Equipment in the
Joint Operations Area (JOA).
Coordinate Support for Forcesin the
JOA. Manage Logistic Support in the
JOA. Supply Operational Forces.
Determine Number and Location of

Sustaining Basesin the JOA.
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Description: TAPDB consists of SIDPERS-3 fragmented
datafiles: officer, enlisted, USAR, ARNG. Datacompiled name,
SSN, deployed unit, duty status, service code, deployed MOS
then added to DMDC data. Only means of getting personnel data
to the JTF. Dataflows back to Department of the Army with
field update. JTAV combines Army personnel datawith other
Service/Agency personnel datato present the JTAV user with an
integrated personnel visibility picture. This picturefillsavoid of
joint theater personnel integration. The Joint Staff, combatant
commands, joint task forces and other joint organizations can use
JTAV to assist them in accomplishing their tasks identified in
CJCSM 3500.04B, Uniform Joint Task List. CINC and JTF
operational planning staffs need visibility of DoD personnel ona
worldwide basis. Joint visibility of personnel information assists
the CINC and JTF staffs to determine manpower requirements
and potential sourcing personnel. Thisvisibility assistsin
summation of separate Service personnel status reports, including
authorized, assigned and deployed strengths; critical personnel
shortages, casualty accounting and personnel requisitions.

Threshold:
4

Objective: -




OV-1 ATAV

Total Army Inventory Database

St

andard Army
etail Suppl

Each Installation

Monthly Feed with
Updates Through DZA
Transactions (Push) FTP

Monthly Feed

Monthly Feed with Updates rmy Materi
Updates Through Through DZA mmqnd
DZA Transactions Transactions Installation

(Push) FTP (Push) FTP upply Syst
MCISS

Updates Through DZA
Transactions (Push) FTP

Monthly Feed

ORD Appendix E1 - 5JTAV 10/12/00

sset Visibilit

rmy Total

ATAV

W (Push) FTP

3570
Boxes
(PCs)

28
Sites



SV-1 ATAV

Total Army Inventory Database

The Logistics Community’s Knowledge Eroker

Unit Level
ogistics $yste
ULL

PC Based
Windows 95 / 98
JAVA

Variable \L! i
o

Standard Army

Maintenance Syst
MS

HW: PC Based
0s:

PL:

DB:

FW:

Size:
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IER ATAV
Total Army Inventory Database

The Logistics Community’s Knowledge Eroker

Information Exchange Requirements

Rationale/UJTL Number [Event Information Characterization Sending Receiving CriticallFormat|Timeliness|Classification
Node Node
SN4.2,SN4.2.2, SN A JTAV User initiates a data request. Logistics - Army Total Asset Visibility (ATAV)|ATAV which |JTAV Server |Yes Data <180 UNCLASSIFIED
4.2.3,SN 6.1, SN 6.1.3, ST|ATAV refreshment via batch process 3X |provides JTAV with visibility of Army assets. |integrates: Suites at seconds
4.1,ST4.3,ST4.3.2,ST |daily. The ATAV capability integrates information  [SARSS, EUCOM,
44.1,0P 4.1,0P 45, OP from 42 existing Army logistics data sources. [ SPBS-R, JFCOM,
452,0P46.1 In addition to asset data, ATAV provides CCSS, CENTCOM,
authorization data, issue plans, procurement |WARS, PACOM, and
data, distribution priorities, and catalog data. |SAAS-MOD, JUSFK

JTAV system initiates data pull daily. ATAV provides visibility of Army ammunition, |LIF, AWRDS,
repair parts, major end items, construction WOLF
assets, package fuel and organizational
equipment. ATAV is in the process of
transitioning to the Logistics Integrated Data
Base.

Key Performance Parameter

e Satisfies UJTL: Provide for Base Support [ DESCription: ATAV isthe authoritative source for Army

and Services. Provide Wholesale Supply and logisticsdata. ATAV combines data from several Army legacy

Maintenance. Control National Inventories systemsto provide a single access point for Army logistics

and Movements. Prepare for Mobilization. information. JTAV combines Army |ogistics data with other

Participate in Joint Operation Planning to Service/Agency logistics data to present the JTAV user with an

Support Mobilization. Coordinate the Fixing integrated asset visibility picture. The Joint Staff, combatant

and Maintaining of Equipment. Establish and commands, joint task forces and other joint organizations can

Coordinate Distribution of Supplies/Services use JTAV to assist them in accomplishing their tasks identified Threshold:
B 0" Theater Campaign and COMMZ. Provide in CJCSM 3500.04B, Uniform Joint Task List. CINC and JTF
e Supplies and Services for Theater Forces. operational planning staffs need visibility of DoD assets on a -

Determine Number and Location of Sustaining  Worldwide basis. Joint visibility of in storage assets can be used Objective:

Bases. Coordinate Supply of Arms, to assist the CINCs and JTF commandersin coordinating supply

Munitions, and Equipment in the Joint support, establishing supply buildup rates, stating theater

Operations Area (JOA). Manage Logistic stockage levels, allocating critical logistics resources and
B Support in the JOA. Supply Operational recommending the priority of phase buildup and cutback. This

Forces. Determine Number and Location of joint visibility can assist in preparing joint logistics and mobility
plansto support strategic planning.

Sustaining Basesin the JOA.
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IER (RF EUCOM)
Radio Frequency (via Army)

The Logistics Community’s Knowledge Eroker

Information Exchange Requirements

Rationale/UJTL Number |Event

Information Characterization Sending Receiving

Node Node

Critical

Format|Timeliness [Classification

SN 1.1.1, SN 1.1.3, SN
6.1, SN 6.1.3,ST 4.3, ST
43.1,ST4.3.2,ST44.1,
OP 4.1, 0P 45,0P 451,
OP 452, 0P46.1

logistics data.

SatisfiesUJTL: To determinethe arrival
date of a specified movement requirement at
port of debarkation (POD). Thistask includes
conducting a detailed, integrated air, land, and
seatransportation analysis to determine the
transportation feasibility of a course of action.
It employs common-user lift assets
apportioned for planning and supporting
command deployment estimates for organic

movements. USTRANSCOM evaluates the
capability to deploy the force within the
transportation priorities established by the
supported command. Services and Service
components also provide an estimate of the
ability of their installations and forces to meet
reguired arrival times at POE and onward

movement from POD to destination.
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A JTAV user initiates a query for in transit | Logistics - RFT-E provides visibility of cargo | Radio

JTAV Server |Yes
Suites at
EUCOM,
JFCOM,
CENTCOM,
PACOM, and
USFK

movement in Europe. RF technology provides| Frequency
“inside the box” visibility of containers and Tag-Europe
container contents moving through the DoD | (RFT-E)

transportation pipeline.

Description: RF technology provides “inside the box”
visibility of containers and container contents moving
through the DoD transportation pipeline. JTAV blends RF
data with other Service/Agency transportation information to
present users with an integrated picture of assets |ocation the
DoD logistics pipeline. The Joint Staff, combatant
commands, joint task forces and other joint organizations
can use JTAV to assist them in accomplishing their tasks
identified in CJCSM 3500.04B, Uniform Joint Task List.
CINC and JTF operational planning staffs need visibility of
DoD assets on aworldwide basis. Joint visibility of in transit
information can assist CINC and JTF commandersin
monitoring the flow of materiel and personnel flow from
procurement sources to their point of intended use. In transit
visibility assistsin identifying real or potential bottlenecks.
Thisvisibility is used in transportation deliberate and crisis
planning.

Data <180 UNCLASSIFIED

seconds

Threshold:

Objective: -




IER RF PACOM

Radio Frequency (via Army)

The Logistics Community’s Knowledge Eroker

Information Exchange Requirements

Rationale/UJTL Number |Event

Information Characterization Sending Critical

Node

Receiving
Node

Format|Timeliness

Classification

SN 1.1.1,SN1.1.3, SN
6.1, SN 6.1.3, ST 4.3, ST

A JTAV user initiates a query for in transit
logistics data.

4.3.1,ST4.3.2,ST4.4.1,
OP 4.1,0P 45,0P 451,
OP452,0P46.1

Radio
Frequency
Tag-Korea
(RFT-K)

JTAV Server
Suites at
EUCOM,
JFCOM,
CENTCOM,
PACOM, and
USFK

Data <180

seconds

Logistics - RFT-K provides visibility of cargo Yes
movement in Korea. RF technology provides
“inside the box” visibility of containers and
container contents moving through the DoD

transportation pipeline.

ey Performance Parameter

SatisfiesUJTL: To determinethe arrival
date of a specified movement requirement at
port of debarkation (POD). Thistask includes
conducting a detailed, integrated air, land, and
seatransportation analysis to determine the
transportation feasibility of acourse of action.
It employs common-user lift assets
apportioned for planning and supporting
command deployment estimates for organic
movements. USTRANSCOM evaluates the
capability to deploy the force within the
transportation priorities established by the
supported command. Services and Service
components also provide an estimate of the
ability of their installations and forces to meet
required arrival times at POE and onward

movement from POD to destination.
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Description: RF technology provides “inside the box”
visibility of containers and container contents moving
through the DoD transportation pipeline. JTAV blends RF
datawith other Service/Agency transportation information to
present users with an integrated picture of assets |ocation the
DoD logistics pipeline. The Joint Staff, combatant
commands, joint task forces and other joint organizations can
use JTAV to assist them in accomplishing their tasks
identified in CJCSM 3500.04B, Uniform Joint Task List.

Threshold:

UNCLASSIFIED

CINC and JTF operational planning staffs need visibility of
DoD assets on aworldwide basis. Joint visibility of in transit
information can assist CINC and JTF commandersin
monitoring the flow of materiel and personnel flow from
procurement sources to their point of intended use. In transit
visibility assistsin identifying real or potential bottlenecks.
Thisvisibility is used in transportation deliberate and crisis
planning.

Objective:




7 OV-1 RCAS
Reserve Component Automation System

The Logistics Community’s Knowledge Eroker

To be developed after connectivity to
all threshold source data systems is

accomplished
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7 SV-1 RCAS
Reserve Component Automation System

The Logistics Community’s Knowledge Eroker

To be developed after connectivity to
all threshold source data systems is

accomplished
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IER RCAS

Reserve Component Automation System

The Logistics Community’s Knowledge Eroker

Information Exchange Requirements

Rationale/UJTL Number|Event

Receiving Critical|[Format|Timeliness

Node

Information Characterization Sending

Node

Classification

SN4.2,SN4.2.2,SN
4.2.3,SN 6.1, SN 6.1.3, ST|data.
4.1,ST4.3,ST4.3.2,ST
44.1,0P4.1,0P 45, 0P
452,0P46.1

e

SatisfiesUJTL: Provide for Base
Support and Services. Provide Wholesale
Supply and Maintenance. Control
National Inventories and Movements.
Prepare for Mobilization. Participatein
Joint Operation Planning to Support
Mobilization. Coordinate the Fixing and
Maintaining of Equipment. Establish and
Coordinate Distribution of
Supplies/Services for Theater Campaign
and COMMZ. Provide Supplies and
Services for Theater Forces. Determine

Number and L ocation of Sustaining Bases.

Coordinate Supply of Arms, Munitions,
and Equipment in the Joint Operations
Area (JOA). Manage Logistic Support in
the JOA. Supply Operational Forces.
Determine Number and L ocation of
Sustaining Bases in the JOA.
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A JTAV user initiates a query for logistics

JTAV Server [No
Suites at
EUCOM,
JFCOM,

Data <30

seconds

Reserve
Component
Automation
System
(RCAS)

Logistics - RCAS provides JTAV visibility of
US Army Reserve and National Guard
Assets. RCAS supports daily operational,
training, and administrative tasks for all
Guard and Reserve echelons, and provides CENTCOM,
timely and more accurate information to plan PACOM, and
and USFK

errormance rarameter

Description: RCAS supports daily operational, training,
and administrative tasks for all Guard and Reserve echelons,
and provides timely and more accurate information to plan
and support mobilization. JTAV combines Army Reserve
and National Guard data with other Service/Agency in-
storage data to present the JTAV user with an integrated in-
storage, in-process and in-transit asset visibility picture. The
Joint Staff, combatant commands, joint task forces and other
joint organizations can use JTAV to assist themin

Threshold:

UNCLASSIFIED

accomplishing their tasks identified in CJCSM 3500.04B,
Uniform Joint Task List. CINC and JTF operational planning
staffs need visibility of DoD assets on aworldwide basis.
Joint visibility of in storage assets can be used to assist the
CINCs and JTF commanders in coordinating supply support,
establishing supply buildup rates, stating theater stockage
levels, allocating critical logistics resources and
recommending the priority of phase buildup and cutback.
Thisjoint visibility can assist in preparing joint logistics and
mobility plans to support strategic planning.

Objective:




NALDA Il - Naval Aviation Logistics Data Analysis Il

CRIM - Cargo Routing Information Management

AMMRL - Aircraft Maintenance Materiel Readiness List

IMRL - Individual Material Readiness List

CASEMIS - Construction, Automotive,and Special EQuipment
Management Information System

FIMAR - Fleet Inventory Management and Reporting System
U2 - Uniform Automated Data Processing System Rev. 2

CAIMS - Conventional Ammunition Integration Management System

NSIPS - Navy Standard Integrated Personnel System




N OV-1 NSIPS

Navy Standard Integrated Personnel System
Tha Lagistics Community's Knowledge Broker

5000
PC's




EW. SV-1 NSIPS

Navy Standard Integrated Personnel System
Tha Lagistics Community's Knowledge Broker

5000
PC's

5f

==




IER Navy Cargo/Personnel Tracking
(NSIPS)

The Logistics Community’s Knowledge Eroker

Information Exchange Requirements

Rationale/UJTL Number |Event Information Characterization Sending Receiving Critical |Format|Timeliness|Classification
Node Node

SN 4.1, SN 6.1, SN 6.1.3, |A JTAV user initiates a query for Personnel - NSIPS provides JTAV with Navy JTAV Server |Yes Data <180 UNCLASSIFIED
ST 4.2, ST 4.3.2, ST 4.4.1,|personnel data visibility of navy personnel. Demographics | Standard Suites at seconds

OP 4.1,0P 4.4, 0P 45, OP information to identify person, grade, skill, Integrated EUCOM,
45.2,0P4.6.1 geo location, unit (home deployed, TDY, TAD)|Personnel JFCOM,

and duty status. System CENTCOM,
(NSIPS) PACOM, and
USFK

Satisfies UJTL: Procure and Description: NSIPS is the Single point of entry system at
thefield level ashore and afloat system that stores, passes, uses
Mobilization. Participatein Joint and reports personnel and pay datafor all Navy active duty,
Operation Planning to Support reserve and retired personnel. JTAV blends Nay personnel data

Distribute Personnel. Prepare for |
Mobilization. Coordinate Support for | with other Service/Agency personnel information to present
i

Forcesin Theater. Provide Supplies and users with an integrated picture of personnel information. The

Services for Theater Forces. Determine Joint Staff, combatant commands, joint task forces and other Threshold:
Number and L ocation of Sustaining Bases joint organizations can use JTAV to assist them in accomplishing

Coordinate Supply of Arms, Munitions, their tasks identified in CJCSM 3500.04B, Uniform Joint Task y)
and Equipment in the Joint Operations List. CINC and JTF operational planning staffs need visibility of o
Area (JOA). Coordinate Support for DoD assets on aworldwide basis. Joint visibility of in transit Objective:
information can assist CINC and JTF commanders in monitoring

the flow of materiel and personnel flow from sources of

procurement sources to their point of intended use. In transit

visibility assistsin identifying potential bottlenecks. This

visibility is used in transportation deliberate and crisis actions

planning.

Forcesinthe JOA. Manage Logistic
Support in the JOA. Supply Operational
Forces. Determine Number and Location

of Sustaining Basesin the JOA.
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OV-1 CAIMS
Conventional Ammunition Integration

Management System

Worldwide

ROLMS
OCONUS Naval Storage Facilities
CV Battle Groups
AOEs & AEs (Resupply Ships)

146
Sites

Weapons Stations
e Earle
Charleston Warefare Centers
—> Major Warfare Centers Yorktown Crane 11
CONUS Naval Weapons Stations Seal Beach Indian Head Sites
Fallbrook China Lake
Concord Fallon
Port Hadlock
CAIMS \

NALC

3 Navy Ammunition Logistics Center
Mechanicsburg, PA

Wholesale Depots

(Army Depots)
SMCA Center
Single Manager for Conventional Ammunition Anniston McAlester
t epots US Army Cran Red River
Rock Island Arsenal F%MEO ne BI_IL_Jegr?ss
etterkenn ooele
CCSsS K y JJ
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SV-1 CAIMS
Conventional Ammunition Integration
Management System

Tia Logistics Community’s Kme | HW: PC

0s: WIN
PL:  ADA ROLMS
At E \- Reporting & Requisitioning CAIMS
(i2e 168 e Units & Activities
— FQ: Transactional = NALC
m e, i SIPRNET vy Ammunitio
& ogistics Center
7 HW: PC
( ROLMS 0S: WINNT
OCONUS Naval Storage Facilities ~PL  ADA R 1\ Sclaris 2000
DB: ORACLE 0S| UNIX
L CV Battle Groups FW:  No - PL:| Oracle Developer 2000
- Size: 2GB DB Oracle 8i
L - . Size: 183 MB Feed
5 l ‘ o FQ: Transactional Real Time
x SIPRNET
@ HW: PC
. -
P ADA ROLMS —2
DB:. ORACLE Major Warfare Centers =.
FW: Y . —_—
L Ml \! CONUS Naval Weapons Stations ==
FQ: Daily ==
l SIPRNET =
HW: IBM 3091
CAIMS 0S: IBM OS 390
— NALC PL: COBOL/ADS
" DB: CAIDMS
> Navy Ammunition FW: No/SIPRNET
e Size: 5GB ~ T
Logistics Center Fb: Transactional .
NIPRNET ==
SIPRNET NIPRNET NIPRNET - ==
—
val Weapon SMCA Center
Stations & Single Manager for Conventional Ammunition
astal Depot US Army
Rock Island Arsenal o MRO ole pot
CCSS SMCA Army De ts)

) Items
ORD Appendix E1 - 20 JTAV 10/12/00



IER CAIMS

Conventional Ammunition Integration
Management System

The Logistics Community’s Knowledge Eroker

Information Exchange Requirements

Rationale/UJTL Number [Event Information Characterization Sending Receiving Critical |[Format|Timeliness|Classification
Node Node

SN 4.2,SN 4.2.2, SN A JTAV user initiates a logistics query for |Logistics - CAIMS provides JTAV with Conventional |JTAV Server |Yes Data <180 CONFIDENTIAL
4.2.3,SN 6.1, SN 6.1.3, ST |ammunition data. visibility of USN munitions. CAIMS is a Ammunition |Suites at seconds
41,ST4.3,ST43.2,ST classified automated information system Integration EUCOM,
44.1,0P 4.1, 0P 45, OP which provides NOC worldwide asset Management |JFCOM,